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Abstract Space-time finite element methods for dynamic frictional contact problems are discussed in this article. The discretization scheme is based on a mixed formulation of the continuous problem, where the Lagrange multipliers represent the contact and frictional stresses. Using piecewise $d$-linear and globally continuous basis functions in space and time to construct the trial space for the displacement as well as the velocity field and combining it with a test space consisting of piecewise constant and possibly discontinuous basis functions in time, a space-time Galerkin method is constructed. The Lagrange multipliers are approximated by piecewise constant functions in space and time. Several methods to ensure the stability of the Lagrange multipliers are proposed and compared numerically.
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1 Introduction

Dynamic contact problems with friction play an important role in many engineering processes. We exemplify milling and grinding processes here. The contact of the tool and the workpiece is typically the main source of dynamic deflections of the metal-cutting machine, where the contact arises only in a small area. Consequently, it is essential in the simulation of such processes to use an accurate and reliable numerical scheme to approximate the contact. We refer to [1] for an elaborated description of a grinding process and the corresponding simulation approach.
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The inclusion of geometrical and frictional constraints lead to inequality conditions in addition to the usual systems of partial differential equations arising from the modeling of mechanical processes, c.f. [2–4]. The numerical solution of dynamic contact problems is a challenging task and a huge number of approaches are presented in literature. We refer to the monographs [3, 4] and the survey articles [5, 6] for an overview. Usually, finite difference schemes are used for the discretization of the temporal direction and finite element methods are applied for the approximation of the spatial problems. In general Rothe’s method is employed, i.e. the temporal variable is discretized first. Using special parameters in the Newmark [7] or in the generalized-$\alpha$ method [8], discretization schemes for dynamic contact problems are proposed in [9–11]. An important topic during the discretization is the conservation of energy and momentum. Discretization methods based on these conservation properties are developed in [12,13]. A second crucial issue are arising oscillations in the contact forces. One approach to circumvent these oscillations but preserving energy conservation is to redistribute the mass in the system by changing the mass matrix. In [14], the mass matrix is modified by optimization algorithms, whereas special quadrature rules are used in [15]. An complete implicit treatment of the contact constraint is implemented in the Newmark method in [16, 17]. This scheme is stable but energy dissipative. Using a modified predictor step in the Newmark method, an $L^2$-projection of the predicted displacement onto the admissible set, a stable scheme is introduced in [18,19], which is only slightly energy dissipative. Furthermore, a consistency result and an adaptive time stepping for this method is presented in [20–22]. Space adaptive discretizations are discussed in [23,24]. A penalty method to solve dynamic contact problems is developed in [25].
Special finite elements to smooth the contact forces are applied in [26, 27].

The time discretization leads to a sequence of semi-discrete contact problems, which are similar to static contact problems. Consequently, the same solution techniques are applied. Also for the numerical solution of static contact problems, a huge number of contributions exist. Again, we refer to the monographs [3, 4]. This field of research is still an important subject and we refer to the recent works [28–32]. We employ the techniques developed in [33–36] and extended to higher order finite elements in [37, 38].

In this article, we focus on the holistic discretization of dynamic contact problems, i.e. the temporal and spatial discretization is carried out simultaneously. This approach allows for the consideration of space-time effects in a simpler way. Thus, the analysis of the approach is simpler and provides more insight into the interaction of space and time. We refer to [39] for a posteriori error analysis and adaptive methods. Our approach relies on a mixed formulation in space-time, which is elaborately explained in Section 2, where we compare it to the strong formulation and the formulation as variational inequality. After the introduction of the continuous problem formulation, we present the low order finite element scheme in more details. Piecewise \( d \)-linear and globally continuous basis functions in space and time are used to form the trial space for the displacement and the velocity. The corresponding test space consists of piecewise constant and discontinuous basis functions in time and piecewise \( d \)-linear and globally continuous basis functions in space. The Lagrange multipliers are discretized by piecewise constant and discontinuous basis functions in space and time. In Section 3, we proof that this approach is energy conserving. The choice of a discontinuous test space is crucial for this discretization, because it enables us to decouple the single time intervals and to derive a time stepping scheme, c.f. Section 4. The arising discrete problem in every time step is simplified concerning the side conditions to ease the calculation. Due to this, the scheme fulfills the side conditions w.r.t. to the displacement only approximately and we obtain energy conservation on temporal patches only, not in the interior. Finally, we present a reformulation of the discrete problem as quadratic program with box constraints in each time step. To ensure the stability of the approach, we have to define the Lagrange multipliers on coarser meshes in space and time. This is a generalization of the results presented in [37] to the time dependent case. We substantiate the stability by numerical examples in Section 5. Unfortunately, a second assumption for stability is found, which correlates the spatial mesh width with the time step length similar to CFL conditions. We discuss three other ways to stabilize the discretization in time without coarsening the temporal mesh for the Lagrange multipliers. The first idea is to use the right box rule for integrating some temporal integrals with less accuracy than originally required. What we recover is a discretization scheme, which corresponds to a piecewise constant and discontinuous approximation of the velocity. It is stable, but strongly numerically dissipative and converges only of first order for unconstrained problems in comparison to the convergence of second order of the original scheme. Consequently, we discourage the use of it. An other tested approach is to redistribute the mass in the mass matrix using the ideas discussed in [15]. This scheme works quite nice just like the fourth approach. It is based on an additional projection of the velocity onto the admissible set and is similar to the one in [18]. The scheme is stable but weakly energy dissipative. All in all, we provide three reasonable approximation schemes of the original Galerkin solution, which can be interpreted as some sort of variational crime. The findings are substantiated by the numerical results in Section 6, which show the applicability of the approaches. Furthermore, the approaches are compared w.r.t. accuracy and energy conservation. We conclude the paper with a discussion of the results and an outlook on further tasks.

2 Continuous Formulation

In this section, we discuss the continuous formulation of the dynamic frictional contact problem. The initial point is the strong formulation, which is reformulated in the weak sense as variational inequality and then as mixed problem. The mixed formulation is the basis for the presented discretisation. The section concludes with some remarks on the analytic properties of the dynamic frictional contact problem. In the presentation, we restrict ourselves to Signorini’s problem, i.e. we consider an elastic body in contact with a rigid obstacle. This is only done to simplify the notations. The presented discretisation directly carries over to multibody contact problems. It requires just the usual changes in the spatial discretisation.

2.1 Strong formulation

The basic domain is \( \Omega \subset \mathbb{R}^d \), \( d = 2, 3 \) and \( I = [0, T] \) the time interval. The boundary \( \partial \Omega \) of \( \Omega \) is divided into three mutually disjoint parts \( I_D, I_C \) and \( I_N \) with positive measure. Homogeneous Dirichlet and Neumann boundary conditions are prescribed on the closed set
\( \Gamma_D \) and on the relatively open set \( \Gamma_N \), respectively. Contact may take place on the relatively smooth set \( \Gamma_C \). \( \Gamma_C \subset \Gamma_D \). See, for instance, [2], Section 5.3, for more details. The rigid foundation is parametrized by the function \( g : \Gamma_C \to \mathbb{R} \cup \{-\infty\} \) including a suitable linearization, cf. [2]. The obstacle is assumed to be constant in time to simplify the notations. However, all results carry over to time depending obstacles.

In the description of dynamic contact problems, we assume homogeneous Neumann boundary conditions to ease the notation. A linear elastic material model is used to describe the material behaviour. The displacement is given by the function \( u : \Omega \times I \to \mathbb{R}^d \) and \( u_n \) is the displacement on the boundary in the outward normal direction. In this context, \( \varepsilon(u) := \frac{1}{2} (\nabla u + \nabla u^\top) \) denotes the strain and \( \sigma(u) = \mathbb{C}\varepsilon(u) \) the stress. The fourth order tensor \( \mathbb{C} \) only depends on the modulus of elasticity \( E > 0 \) and Poisson’s ratio \( \nu \in [0, \frac{1}{2}] \). By \( \sigma_n(u) \), we denote the stress on the surface, where we distinguish between \( \sigma_{nn}(u) \), the stress on the surface in normal direction, and \( \sigma_{nt}(u) \), the stress in tangential direction. Superposed dots denote temporal derivatives.

If the solution \( u \) is sufficiently smooth, for instance \( u \in C^2(\Omega \times I) \), it fulfills the equations of structural dynamics including the boundary and initial conditions

\[
\rho \ddot{u} - \text{div}(\sigma(u)) = f \quad \text{in} \quad \Omega \times I, \quad (1)
\]

\[
u = 0 \quad \text{on} \quad \Gamma_D \times I, \quad (2)
\]

\[
\sigma_n(u) = 0 \quad \text{on} \quad \Gamma_C \times I, \quad (3)
\]

\[
\dot{u}(0) = u_s \quad \text{in} \quad \Omega, \quad (4)
\]

\[
\ddot{u}(0) = v_s \quad \text{in} \quad \Omega, \quad (5)
\]

the contact conditions

\[
u_n - g \leq 0 \quad \text{on} \quad \Gamma_C \times I, \quad (6)
\]

\[
\sigma_n(u) \leq 0 \quad \text{on} \quad \Gamma_C \times I, \quad (7)
\]

\[
\sigma_{nn}(u)(u_n - g) = 0 \quad \text{on} \quad \Gamma_C \times I, \quad (8)
\]

\[
\sigma_{nt}(u) u_n = 0 \quad \text{on} \quad \Gamma_C \times I, \quad (9)
\]

as well as the frictional conditions on \( \Gamma_C \times I \)

\[
|\sigma_{nt}(u)| \leq s, \quad (10)
\]

\[
|\sigma_{nt}(u)| < s \Rightarrow \dot{u}_t = 0, \quad (11)
\]

\[
|\sigma_{nt}(u)| = s \Rightarrow \exists \zeta > 0 : \dot{u}_t = -\zeta \sigma_{nt}. \quad (12)
\]

Henceforth, we set \( \rho = 1 \) for notational simplicity. In comparison to the static contact case, the persistency condition (9) has been added. It corresponds to the complementarity condition (8), only the gap \( u_n - g \) is replaced by the gap rate \( \dot{u}_n \). In Proposition 1, we see that the persistency condition ensures the conservation of energy, if no outer forces and no friction occurs. Therewith, the impact is purely elastic. To clarify the physical meaning of the persistency condition, we examine the following equivalent form (c.f. [3]) of the contact conditions (6-9) on \( \Gamma_C \times I \):

\[
u_n - g < 0 \Rightarrow \sigma_{nn}(u) = 0, \quad \dot{u}_n \text{ unconstrained}, \quad (13)
\]

\[
u_n - g = 0 \Rightarrow \sigma_{nn}(u) \leq 0, \quad \dot{u}_n \leq 0, \quad \sigma_{nt} u_n = 0. \quad (14)
\]

The condition (13) says that the movement of the elastic body is free, if the gap is open. If the gap is closed, then condition (14) denotes that the contact stresses are negative, which is known from the static context. But now, the velocity has to be less than zero, too. This ensures that \( u_n - g \leq 0 \) holds. Furthermore, we recover the persistency condition (9). We will use a discrete version of (13-14) to enforce the contact conditions in our numerical calculations.

The conditions (10-12) describe Tresca friction where the frictional resistance is given by the function \( s \geq 0 \). Here, an index \( t \) denotes the velocity in tangential direction on the boundary. If the tangential stress is smaller than \( s \), then the tangential velocity is zero, otherwise the tangential velocity is proportional to \( \sigma_{nt} \). The choice \( s = F [\sigma_{nn}] \) with an coefficient \( F \geq 0 \) leads to Coulomb’s law of friction.

### 2.2 Weak formulation

After having discussed the strong formulation, we now define the weak one. To this end, we briefly present the underlying function spaces. A detailed description can be found for instance in [2, 40].

The basic function space is \( L^2(\Omega) \) with scalar product \( \langle \omega, \varphi \rangle = \int_\Omega \omega \varphi \) for \( \omega, \varphi \in L^2(\Omega) \) and the corresponding norm \( \|\omega\|_0 \). The Sobolev space \( H^k(\Omega) \), \( k = 1, 2, \ldots \), with the norm \( \|\cdot\|_k^2 \) is defined as usual. We set \( H^k := (H^k(\Omega))^d \) and \( L^2 := (L^2(\Omega))^d \). The trace operator is given by \( \gamma : H^1 \to (L^2(\partial\Omega))^d \). Here, we distinguish between the trace in normal direction \( \gamma_n(u) := (\gamma_n(\Gamma_C(u)))_n \) and the one in tangential direction \( \gamma_t(u) := (\gamma_t(\Gamma_C(u)))_t \). The Hilbert space \( H^{1/2}(\partial\Omega) \) with the usual norm \( \|\cdot\|_{1/2}^2 \) is dense in \( L^2(\partial\Omega) \). The dual space of \( H^{1/2}(\partial\Omega) \) is \( H^{-1/2}(\partial\Omega) \) with the norm \( \|\cdot\|_{-1/2} \).

Using the trace operator, we define

\[
H^1(\Omega, \Gamma_D) := \{ \varphi \in H^1(\Omega) \mid \gamma|_{\Gamma_D}(\varphi) = 0 \},
\]

\[
H^1_0(\Omega, \Gamma_D) := (H^1(\Omega, \Gamma_D))^d. \quad \text{The dual space} \quad (H^1(\Omega, \Gamma_D))^* \text{ is called} \quad H^{-1}(\Omega) \text{ and} \quad (H^1_0(\Omega, \Gamma_D))^* = H^{-1}. \quad \text{The dual pairing} \quad \langle \cdot, \cdot \rangle.
\]

We define the space \( H^{1/2}(\Gamma_C) \) as usual. It is a closed subspace of \( H^{1/2}(\partial\Omega) \) and thus a Hilbert space provided with the associated norm \( \|\cdot\|_{1/2, \Gamma_C}^2 \). The space \( H^{-1/2}(\Gamma_C) \) is the dual space of \( H^{1/2}(\Gamma_C) \). The norm connected to \( H^{-1/2}(\Gamma_C) \) is called \( \|\cdot\|_{-1/2, \Gamma_C} \).
Using the Bochner integral theory, we can study Sobolev spaces involving time. We employ the spaces $L_p(I; X)$, $1 \leq p \leq \infty$, with a real Banach space $X$. Continuous functions in time form the space $C(I; X)$. If $X$ is a Hilbert space with scalar product $(\cdot, \cdot)$, then the space-time scalar product is denoted by $(u, v) := \int_I (u(t), v(t)) \, dt$. In general, an outer parenthesis denotes the integration over $I$.

Finally, we are able to define a weak solution of the dynamic contact problem:

**Definition 1** A function $u \in K$ is a weak solution of the dynamic contact problem if and only if

$$
\langle \ddot{u}, \varphi - \dot{u} \rangle + j(\varphi) - j(\dot{u}) \geq (f, \varphi - \dot{u}) \quad \text{for all } \varphi \in \tilde{K} \text{ and a.e. time } t \in I \text{ with}
$$

$$
W := \left\{ \varphi \in L^2(I; H_D^1) \left| \dot{\varphi} \in L^2(I; H^{-1}_D) \right. \right\},
$$

$$
\tilde{K} := \{ \varphi \in W \, | \gamma_n(\varphi)(t, x) \leq g(x) \text{ a.e. } t \in I, x \in \Gamma_C \},
$$

$$
\tilde{K} := \{ \varphi \in H_D^1 \, | \gamma_n(\varphi)(x) \leq g(x) \text{ a.e. } x \in \Gamma_C \}.
$$

Furthermore, $f \in L^2(I; L^2)$, $u_0 \in H_D^1$, and $v_0 \in L^2$.

The bilinear form $a$ is given by $a(\cdot, \cdot) := (\sigma(\cdot), \varepsilon(\cdot))$. It is continuous and also elliptic due to Korn’s inequality. The functional $j$ representing the frictional forces is specified by $j(\varphi) := (s, |\gamma_t(\dot{u})|)_{\Gamma_C}$. If the solution $u$ is sufficiently smooth, (15) and (17-18) are equivalent to (1-8), see for instance [9]. The generalised persistency condition (16) (c.f. [20]) corresponds to the pointwise persistency condition (9) due to the sign conditions in (13-14).

It should be remarked that the existence and uniqueness of a solution $u$ for the purely elastic dynamic Signorini problem is an open question. In [41], the existence of a weak solution has been shown for the viscoelastic Signorini problem.

Since the mixed formulation of the dynamic contact problem is more suited for the analysis of the problem and for the discretisation, we rewrite the variational inequality (15) in the mixed form:

**Definition 2** The functions $(w, \lambda) \in (U \times V) \times A$ with $w = (u, v)$, $\lambda = (\lambda_n, \lambda_t)$, and $A = A_n \times A_t$ are a weak solution of the dynamic contact problem, if and only if there holds

$$
A(w, \varphi) + b(\lambda, \chi, \chi) = 0,
$$

$$
b(\mu - \lambda, u - g, \dot{u}) \leq 0,
$$

$$
\langle \lambda_n, \gamma_n(\dot{u}) \rangle = 0,
$$

for all $\varphi = (\psi, \chi) \in U \times V$, all $\mu \in \tilde{A}$, and a.e. $t \in I$.

We have rewritten the problem in terms of the displacement $u$ and the velocity $v$. Furthermore, inequality (15) has been integrated over the time interval $I$. Thus, we end up with a space-time formulation.

The trial spaces for the displacement and the velocity are

$$
U := \left\{ \psi \in L^2(I; H^1) \left| \dot{\psi} \in L^2(I; H^{-1}) \right. \right\},
$$

$$
V := \left\{ \chi \in L^2(I; H^1) \left| \dot{\chi} \in L^2(I; L^2) \right. \right\}.
$$

The definition of $A$ is more involved. First, we introduce the spatial sets

$$
G_n := \left\{ \mu \in H^{1/2}(\Gamma_C) \left| \mu \leq 0 \right. \right\}^*,
$$

$$
G_t := \left\{ \mu \in (L^2(\Gamma_C))^{d-1} \left| \mu = 0 \text{ on } \Gamma_C \backslash \text{supp } s \right. \right\}.
$$

The Lagrange multiplier is assumed to be in $L^2$ in time and consequently we set $A_n := L^2(I; G_n)$ and $A_t := L^2(I; G_t)$. Furthermore, we define $A := G_n \times G_t$.

The space-time bilinear form $A$ is given by

$$
A(w, \varphi) := ((\dot{v} - \dot{u}, \psi)) + ((\dot{v}, \chi) + (a(u, \chi)) - ((f, \chi))
$$

$$
+ (u(0) - u_0, \chi(0)) + (v(0) - v_0, \dot{\psi}(0)),
$$

where the first term expresses the weak equality of $v$ and $\dot{u}$ and the terms in the second line weakly enforce the initial conditions. The form

$$
b(\lambda, \varphi, \chi) := (\lambda_n, \gamma_n(\varphi)) + \lambda_t \gamma_t(\chi)\Gamma_C
$$

represents the contact- and frictional conditions.

The mixed formulation and its equivalence to the variational inequality formulation are discussed, e.g., in [12,42]. In particular, the equality of $\sigma_{nn}$ and $A_n$ is considered. Now, we examine the energy conservation:

**Proposition 1** If the right hand side $f$ is zero and no friction occurs the total energy is conserved in the dynamic contact problem.

**Proof** We test equation (19) by $(\dot{v}, \dot{u})$ and obtain

$$
0 = ((\dot{v}, v)) + ((a(u, \dot{u})) + (\langle \lambda_n, \gamma_C, n(\dot{u}) \rangle)
$$

$$
= \frac{1}{2} \left( \frac{\partial}{\partial t} (v, v) + \frac{\partial}{\partial t} a(u, u) \right) + (\langle \lambda_n, \gamma_C, n(\dot{u}) \rangle).
$$

Hence, the temporal derivative of the total energy is given by

$$
\int_I \frac{\partial}{\partial t} E_{\text{tot}} \, dt = - (\langle \lambda_n, \gamma_C, n(\dot{u}) \rangle).
$$

Because of condition (20), the term on the right hand side vanishes and therewith, the total energy is conserved. Using more complex test functions, we can also show that the total energy is constant.

**Remark 1** The linear and the angular momentum are also conserved under suitable assumptions, see for instance [3].
3 Discretization

In this section, we discuss the discretisation scheme and show some properties of it. The chosen ansatz is a Petrov-Galerkin scheme, with continuous and piecewise linear basis functions in time for the displacement and the velocity. We call it cG(1)cG(1) method. The Lagrange multiplier is discretised with piecewise constant and discontinuous functions in space and time. As usual in mixed methods, special attention has to be paid to the balancing of the discretisation of the primal and the dual variable.

The temporal discretisation is based on a decomposition of the time interval \( I = [0, T] \) into \( M \in \mathbb{N} \), \( M \) even, subintervals \( I_m = [t_{m-1}, t_m] \) with \( I_0 = \{0\} \), \( 0 = t_0 < t_1 < \ldots < t_M = T \), and \( I = \bigcup_{m=0}^{M} I_m \). The length of a subinterval \( I_m \) is \( h_m := t_m - t_{m-1} \). The time instances \( t_i \), \( 0 \leq i \leq M \) correspond to the time steps in a finite difference approach. We also call this decomposition the temporal mesh \( T_h \). By the time step \( m \), we denote the step from \( t_{m-1} \) to \( t_m \).

The basic domain \( \Omega \) is triangulated by meshes \( T^h_m := \{ T^m_1, \ldots, T^m_{M^0} \} \), \( 0 \leq m \leq M \), of quadrilateral or hexahedral elements. For our discretisation, we have to assume \( T^h_m = T^{m+1}_h \) for odd \( m \). The sequence of the meshes in the single time steps is called \( M_h := (T^h_m)_{m=0}^M \). The number of mesh elements in the mesh \( T^h_m \) is denoted by \( M^m_h \) or by \( M_h \) in the case of constant meshes.

The next step is the definition of the basis functions on the mesh elements. We begin with the spatial ones. Bi-/trilinear basis functions are used on the single elements. Together with the spatial mesh, they form the finite element space \( V^m_h := \{ \varphi \in H^1 \mid \forall T \in T^m_h : \varphi|_T \in Q_1 ( T; \mathbb{R}^d ) \} \).

Here, \( Q_1 ( T; \mathbb{R}^d ) \) is the set of bi-/trilinear basis functions on a mesh cell \( T \).

To realize adaptive mesh refinement, we have to allow for so called hanging nodes in the discretisation, see Figure 1(a) for an illustration. Since functions from \( V^m_h \) are piecewise constant and are possibly discontinuous at \( t_i \), \( i = 0, 1, \ldots, M \). The definition of the trial space \( V_{kh} \) is more involved, since it is difficult to ensure the global continuity, if the spaces \( V^m_h \) vary. Then hanging nodes in time arise and have to be treated in an appropriate way. A temporal hanging node is a degree of freedom, which is contained in \( V^m_h \) but not in \( V^{m-1}_h \) or vice versa. See [39] for the precise definition. We work with the approach presented in [43–45] for parabolic problems. A discussion of hanging nodes in time in the context of the wave equation is given in [46]. We use linear temporal basis functions and choose the usual Lagrange basis \( \tau_0, \tau_1 \) of \( \mathcal{P}_1 ( I_m; \mathbb{R} ) \).

The set of the local basis functions is defined by \( \mathcal{P}_1^m := \{ \tau_i \varphi_i \mid \varphi_i \in V^{m-1}_h, i = 0, 1 \} \).

The space \( \mathcal{P}_1^m \) coincides with \( \mathcal{P}_1 ( I_m; V^m_h ) \), if \( V^{m-1}_h = V^m_h = V_h \) holds. The trial space containing globally continuous functions is given by \( V_{kh} := \{ \varphi \in C ( I; \mathbb{H}^1 ) \mid \forall \varphi|_m \in \mathcal{P}_1^m, m = 1, 2, \ldots, M \} \).

The discrete Lagrange multipliers \( \lambda_{kh} \) are piecewise constant in time and on the boundary mesh \( \mathbb{B}_H \) representing the contact boundary \( \Gamma_C \). The index \( H \)
indicates that coarser meshes may be chosen for the Lagrange multiplier in space and the index $K$ in time, respectively. In our calculations, we use $H = 2h$ and $K = 2k$ for stability reasons. We assume that $T_h$ has patch structure. Consequently, the mesh $B_H$ is well defined and consists of the edges on $T_C$ of the patch elements. A detailed study of this finite element approach for solving static contact problems is contained in [37]. Since $M$ is even, the temporal patch mesh $T_K := \{I_1, I_3, \ldots, I_{M-1}\}$ with $I_m = I_m \cup I_{m+1}$ is also well defined.

The spatial trial sets for the Lagrange multiplier are

\[ A_{n,H}^m := \{ \mu \in L^2 (T_C) \mid \forall T \in B_H : \mu |_T \in P_0 (T, \mathbb{R} \leq 0) \}, \]

\[ A_{t,H}^m := \{ \mu_t \in L^2 (T_C) \mid \forall T \subseteq \text{supp} (s), \mu_t \leq 1 \}, \]

\[ A_{n,KH}^m := A_{n,H}^m \times A_{t,H}^m. \]

We define the space-time trial sets by

\[ A_{n,KH} := \{ \mu \in \tilde{A}_n \mid \mu |_{I_m} \in P_0 (I_m ; A_{n,H}^m) \}, \]

\[ A_{t,KH} := \{ \mu_t \in A_t \mid \mu_t |_{I_m} \in P_0 (I_m ; A_{t,H}^m) \}, \]

\[ A_{KH} := A_{n,KH} \times A_{t,KH}. \]

The discretisation reads:

**Definition 3** The functions $w_{kh} \in (V_{kh} \times V_{kh})$ and $\lambda_{KH} \in A_{KH}$ with $w_{kh} = (u_{kh}, v_{kh})$ as well as $\lambda_{KH} = (\lambda_{n,KH}, \lambda_{t,KH})$ are the discrete solution of the dynamic contact problem, if and only if

\[ A_{kh} (w_{kh}, \varphi_{kh}) + b (\lambda_{KH} - \lambda_{KH} ; u_{kh} - g, \dot{u}_{kh}) = 0 \]

\[ b (\mu_{KH} - \lambda_{KH} ; u_{kh} - g, \dot{u}_{kh}) \leq 0 \]

\[ (\lambda_{KH} ; \gamma_{n} (\dot{u}_{kh}))_{I_m} = 0 \]

holds, where Equation (21) has to be valid for all $\varphi_{kh} = (\psi_{kh}, \chi_{kh}) \in W_{kh} \times W_{kh}$, inequality (22) for all $\mu_{KH} \in A_{KH}$, and equation (23) for all $m \in \{1, \ldots, M\}$. We call this scheme $cG(1)cG(1)$ method. The discrete space-time bilinear form is

\[ A_{kh} (w_{kh}, \varphi_{kh}) = \sum_{m=1}^{M} ((v_{kh} - \dot{u}_{kh}, \psi_{kh}))_{I_m} + ((\dot{u}_{kh}, \chi_{kh}))_{I_m} \]

\[ + \sum_{m=1}^{M} \{(a (u_{kh}, \chi_{kh}))_{I_m} - (f, \chi_{kh}))_{I_m} \}

\[ + (u_{kh}^0 - u_s, \psi_{kh}^0) + (\dot{u}_{kh}^0 - v_s, \chi_{kh}^0). \]

We have discretised the dynamic contact problem in the usual “finite element way”. Thus, we expect as usual that the properties of the continuous solution carry over to the discrete one. In the following proposition, we discuss the conservation of the total energy:

**Proposition 2** If the right hand side $f$ is zero, no friction occurs, and if $V_{m-1} \subseteq V_m$ for all $m \in \{0, 1, \ldots, M\}$, then the total energy is constant.

**Proof** Let us assume for a moment that $V_{m-1} = V_m$ holds. Then, it is allowed to use $(\dot{u}_{kh}, \ddot{u}_{kh})$ as a test function in equation (21) on a subinterval $I_m$ and we obtain

\[ 0 = ((u_{kh}, \ddot{u}_{kh}))_{I_m} + (a (u_{kh}, \dot{u}_{kh}))_{I_m} \]

\[ + ((\lambda_{KH}, \gamma_{n} (\dot{u}_{kh}))_{I_m} \]

\[ = \frac{1}{2} (\dot{u}_{kh}, \dot{u}_{kh}) - \frac{1}{2} (v_{m-1}, v_{m-1}) + \frac{1}{2} a (u_{m-1}, u_{m-1}) \]

\[ - \frac{1}{2} a (u_{m-1}, u_{m-1}) + ((\lambda_{KH}, \gamma_{n} (\dot{u}_{m-1}))_{I_m}. \]

Consequently, it holds

\[ E_{tot}^m - E_{tot}^{m-1} = - ((\lambda_{KH}, \gamma_{n} (\dot{u}_{m-1}))_{I_m} = 0 \]

because of (23). If $V_{m-1} \neq V_m$ holds, we have to project $u_{m-1}$ and $v_{m-1}$ onto the space $V_m$. Since the projection is the identity under the assumption $V_{m-1} \subseteq V_m$, the calculation above stays valid.

### 4 Solution of the discrete Problem

In the last section, the space-time Galerkin was presented. It leads to a discrete problem in space and time, which has to be solved numerically. To this end, we choose the temporal test functions in such a way that the single time steps nearly decouple and we obtain a time stepping scheme similar to the Newmark scheme. Due to the fact that $\lambda_{KH}$ is defined on patch elements, the discrete problems have to be solved over two time intervals.

We start with the separation of the equation defining the balance of momentum and the definition of the velocity field $v$. Using the test functions $(\psi_{kh}, 0)$ and $(0, \chi_{kh})$ in (21) the following system of equations arises

\[ ((\ddot{u}_{kh} - v_s, \psi_{kh})) + (u_{kh}(0) - u_s, \psi_{kh}(0)) = 0, \]

\[ ((\dot{u}_{kh}, \chi_{kh}) + (a (u_{kh}, \chi_{kh})) - (f, \chi_{kh}) \]

\[ + (\lambda_{KH}, \chi_{kh})) + (v_{kh}(0) - v_s, \chi_{kh}(0)) = 0, \]

\[ b (\mu_{KH} - \lambda_{KH} ; u_{kh} - g, \dot{u}_{kh}) \leq 0, \]

\[ (\lambda_{KH}, \gamma_{n} (\dot{u}_{kh}))_{I_m} = 0, \]

which has to hold for all $\psi_{kh}, \chi_{kh} \in W_{kh}$, all $\mu_{KH} \in A_{KH}$, and all $m \in \{1, \ldots, M\}$. We set $\varphi_{KH} := \varphi_{kh} (I_m)$. One possibility to choose the piecewise constant temporal basis functions of $W_{kh}$ is the characteristic function $\phi_m$ on $I_m$ with $0 \leq m \leq M$. We use $\phi_m \psi_{kh}$ and $\phi_m \chi_{kh}$ with $\psi_{kh}, \chi_{kh} \in V_m^m$ for $m = 0, 1, \ldots, M$ successively as test functions in the equations (24) and (25) and obtain the time stepping scheme:
Time Stepping Scheme 1 Find \( w_{kh} = (u_{kh}, v_{kh}) \in V_h \times V_h \) and \( \lambda_{KH} = (\lambda_{KH}, \chi_{KH}) \in \Lambda_{KH} \), where \( u_{kh}^0 \in V_h^0 \times V_h^0 \) is given by
\[
\forall \psi_h \in V_h^0 : 
(u_{kh}^0 - u_s, \psi_h) = 0,
\tag{28}
\]
\[
\forall \chi_h \in V_h^0 : 
(v_{kh}^0 - v_s - \chi_h) = 0.
\tag{29}
\]
For \( m = 1, 2, \ldots, M \), \( w_{kh}^m \in V_h^m \times V_h^m \) and \( \lambda_{KH}^m \in \Lambda_{KH}^m \) are the solution of the system
\[
\begin{align*}
(u_{kh}^m - u_{kh}^{m-1}, \psi_h) - & \frac{1}{2} k_m (v_{kh}^m + v_{kh}^{m-1}, \psi_h) = 0, \\
(v_{kh}^m - v_{kh}^{m-1}, \chi_h) + & \frac{1}{2} k_m u_{kh}^m, \chi_h) = 0,
\end{align*}
\tag{30}
\]
\[
+ b \left( \lambda_{KH}^m \cdot \lambda_{KH}^m \cdot \chi_h \right) - \frac{1}{2} k_m (f^m + f^{m-1}, \chi_h) = 0,
\tag{31}
\]
\[
(\mu_H - \lambda_{KH}^m \cdot u_{kh}^m - g, \dot{u}_{kh}^m)_{I_C} \leq 0,
\tag{32}
\]
\[
(\lambda_{KH}^m, \gamma_n (u_{kh}^m))_{I_C} = 0,
\tag{33}
\]
which has to hold for all \( \psi_h, \chi_h \in V_h^m \) and all \( \mu_H \in A_{KH}^m \).

Here, we set
\[
\tilde{m} := \begin{cases} 
m, & m \text{ odd}, \\
-1, & m \text{ even}.
\end{cases}
\]

All time integrals over terms only including the test and trial functions are evaluated exactly. The time integral \((f, \gamma_n(x))_{I_m}\) is approximated by the trapezoidal rule. This ensures the optimal order of convergence for the presented scheme. However, one may obtain a more accurate solution by choosing a quadrature rule of higher order like the Simpson or the two point Gauss rule. The additional error introduced by the numerical quadrature is discussed in [47]. There, continuous Galerkin methods in the context of ODEs are considered.

The equations (28) and (29) specify the discrete initial values as the spatial \( L^2 \)-projection on \( V_h^0 \) of the continuous ones. Writing (30) in the form
\[
(v_{kh}^m, \psi_h) = \frac{2}{k_m} (u_{kh}^m - u_{kh}^{m-1}, \psi_h) - (v_{kh}^{m-1}, \psi_h)
\tag{34}
\]
for all \( \psi_h \in V_h^m \), we can substitute \( v_{kh}^m \) in (31) and obtain for all \( \chi_h \in V_h^m \)
\[
\begin{align*}
\frac{2}{k_m} (u_{kh}^m, \chi_h) + & \frac{1}{2} a (u_{kh}^m, \chi_h) + b \left( \lambda_{KH}^m \cdot \lambda_{KH}^m \cdot \chi_h \right) \\
= & \frac{1}{2} (f^m + f^{m-1}, \chi_h) + \frac{2}{k_m} (u_{kh}^{m-1}, \chi_h) \\
& + \frac{2}{k_m} (v_{kh}^{m-1}, \chi_h) - \frac{1}{2} a (v_{kh}^{m-1}, \chi_h).
\end{align*}
\tag{35}
\]

The side conditions specified in (32) and (33) read with \( \Delta u_{kh}^m := u_{kh}^m - u_{kh}^{m-1} \) and \( u_{kh}^{m-1/2} := 0.5 (u_{kh}^m + u_{kh}^{m-1}) \)
\[
\begin{align*}
& b \left( \mu_H - \lambda_{KH}^m \cdot k_m \left( u_{kh}^{m-1/2} - g \right), \Delta u_{kh}^m \right) \leq 0, \\
& (\lambda_{KH}^m, k_m \gamma_n (u_{kh}^{m-1} - u_{kh}^{m-1/2}))_{I_C} = 0.
\end{align*}
\tag{37}
\]
for all \( \mu_H \in A_{KH}^m \). Evaluating the integrals in inequality (32) directly leads to (36), because \( u_{kh} \) is a continuous and piecewise linear function. Furthermore, the discrete persistency condition (37) is equivalent to condition (33), since all variables in (33) are constant in time.

The numerical effort for solving equation (34) is small, since it is a simple \( L^2 \)-projection. If the finite element spaces \( V_h^m \) do not vary, equation (34) reduces to a simple linear combination of vectors in matrix-vector notation. The solution of the system (35-37) is more involved. If we choose \( K = k \), using a Schur complement leads to a quadratic program with nonlinear side conditions in \( \lambda_{KH}^m \), c.f. [39], which is hard to solve. Thus, we use the approach presented in [3] to rewrite the side conditions such that we have only to fulfill geometrical conditions. We replace \( g(x) \) in (36) by the function
\[
\tilde{g}^m(x) := \begin{cases}
\infty, & \gamma_n (u_{kh}^{m-1}(x)) < g(x) \\
\gamma_n (u_{kh}^{m-1}(x)), & \gamma_n (u_{kh}^{m-1}(x)) \geq g(x).
\end{cases}
\]
This choice directly ensures (37) and the geometrical contact conditions \( \gamma_n (u_{kh}^m) \leq g \) hold for \( k \to 0 \). Consequently we have to solve a quasi static frictional contact problem in each time step. This is done with the techniques presented in [37, 38], where Coulomb’s law of friction is included by a fixpoint method. Furthermore, we obtain the existence and uniqueness of the discrete solution \( (w_{kh}, \lambda_{KH}) \) from the static theory, provided the friction law satisfies several assumptions, c.f., e.g., [37].

However, we have to solve the system (35-37) on patch elements \( I_m \) in time. To obtain an efficient solution algorithm for this problem, we firstly weaken condition (37). We require the persistency condition not over the single time intervals but over the patch elements:
\[
0 = ((\lambda_{KH}, \gamma_n (u_{kh})))_{I_m} \\
= (\lambda_{KH}^m, \gamma_n (u_{kh}^m - u_{kh}^{m-1}))_{I_C} \\
+ (\lambda_{KH}^m, \gamma_n (u_{kh}^m - u_{kh}^{m-1}))_{I_C} \\
= (\lambda_{KH}^m, \gamma_n (u_{kh}^m - u_{kh}^{m-1}))_{I_C}.
\tag{38}
\]

Thus, we replace the requirement
\[
\gamma_n \left( k_{m+1} u_{kh}^{m+1/2} + k_m u_{kh}^{m-1/2} \right) - (k_m + k_{m+1}) g \leq 0
\]
by \( \gamma_n (u_{kh}^{m+1}) \leq \tilde{g}^m \) using the ideas presented above for \( K = k \). This approach ensures the persistency condition (38) and with it the energy conservation on \( I_m \). The frictional condition should also hold in the temporal integral mean value. Altogether, we have to solve the following problem for \( m = 1, 3, \ldots, M - 1; \)
Problem 1 Find \( w_{kh}^m, w_{kh}^{m+1} \in V_h^m \times V_h^m \) and \( \Lambda_{KH}^m \in A_H^m \) with

\[
\begin{align*}
(v_k^m, \psi_k) &= \frac{2}{k^m} (u_k^{m+1} - u_k^m, \psi_k) - (v_k^m, \psi_k), \\
(v_k^{m+1}, \omega_k) &= \frac{2}{k^m} (u_k^{m+1} - u_k^m, \omega_k) - (v_k^m, \omega_k),
\end{align*}
\]

\[
c(u_k^m, \chi_k) = E_m (\chi_k) - b (\Lambda_{KH}^m, \chi_k),
\]

\[
c(u_k^{m+1}, \phi_k) = E_m^{m+1} (\phi_k) - b (\Lambda_{KH}^m, \phi_k).
\]

for all \( \psi_k \in V_h^m \), all \( \omega_k \in V_h^{m+1} \), all \( \chi_k \in V_h^m \), all \( \phi_k \in V_h^{m+1} \), and all \( \mu_H \in A_H^m \).

Here, we set

\[
c(u_k^m, \chi_k) := \frac{2}{k^m} (u_k^m, \chi_k) + \frac{1}{2} a (u_k^m, \chi_k),
\]

\[
P_m (\chi_k) := \frac{1}{2} (f_m + f_{m-1}, \chi_k) + \frac{2}{k^m} (u_k^m, \chi_k)
\]

Using the Schur complement, Problem 1 is formulated as quadratic program in \( A^m_{KH} \) with box constraints, which is then solved by an active set method. If the frictional resistance \( s \) depends also on \( \Lambda_{KH}^m \), we use a fixpoint method to solve the nonlinear system.

Let us briefly introduce the discrete optimization problem for \( m = 1, 3, \ldots, M - 1 \). Here, we assume to ease the notations, an equidistant temporal mesh and a constant spatial mesh. Let \( \overline{M} \) be the usual mass matrix and \( K \) the usual stiffness matrix, \( \Lambda := \frac{1}{2} M + \frac{1}{2} K \), \( D := \frac{1}{2} M - \frac{1}{2} K \). If \( k \) is sufficiently small, all matrices are symmetric and positive definite. Furthermore, the normal contact conditions are represented by the matrix \( \overline{N} \) and the tangential ones by \( \overline{T}, \overline{B}^T := (\overline{N}^T, \overline{T}^T) \).

We define

\[
\begin{align*}
\overline{G}_1 &= \frac{1}{2} (I_m + I_m^T) - \frac{4}{k^m} M_m^{m-1} + \frac{2}{k^m} M_m^{m-1}, \\
\overline{G}_2 &= \frac{1}{2} (I_m + I_m^T) + \frac{2}{k^m} M_m^{m-1} + \frac{2}{k^m} M_m^{m-1} - \frac{1}{2} K_m^{m-1}, \\
\overline{G} := \Lambda^{-1} \overline{G}_1 + \Lambda^{-1} D A^{-1} \overline{G}_2 - z_m^{m+1}, \\
\overline{Q} := B A^{-1} (I + D A^{-1}) B^T.
\end{align*}
\]

Here, underlined characters represent the vectors corresponding to the discrete functions. Then \( \Lambda^m \) is the solution of the quadratic program

\[
\min_{\mu} \mu^T \overline{G} \mu - \mu^T \overline{Q} \mu
t.\text{s.}\: \mu^T z_m^m \leq 0, -z_m^m \leq \mu^m \leq z_m^m.
\]

5 Stability analysis

We have presented a mixed space time finite element discretization of dynamic contact problems. It is well known that ensuring stability of the approach is crucial for this type of discretization. In this section, we discuss stability for the presented approach. The section is divided into two parts. In this first one, the stability in time is discussed. Then we focus on stability in space and time.

5.1 Stability in time

To analyse the stability in time, we consider the following example, which is a 2d version of an example given in [5]: The domain is \( \Omega := [-h_0 - L, -h_0] \times [0, 2] \), \( h_0 = 5 \), \( L = 10 \), and the time interval \( I = [0, 1.5] \). We choose \( E = 900 \), \( \nu = 0 \), and \( \rho = 1 \). The possible contact boundary is given by \( \Gamma_C = \{ -5 \} \times [0, 2] \) and we set \( \Gamma_D = \emptyset \) as well as \( \Gamma_N = \partial \Omega \setminus \Gamma_C \). The initial conditions are \( u_0 = 0 \) and \( v_0 = (v_0^T, v_0) \), \( v_0 = 10 \). The rigid foundation is given by \( g \equiv 0 \) and we set \( s = 0 \). From the specific velocity \( c_0 = \sqrt{E/\rho} = 30 \), we can calculate the time \( \tau = v_0/c_0 = 1/3 \), which a stress wave needs to travel through \( \Omega \) from \( x = -5 \) to \( x = -15 \). The impact time is \( t_i = 5/10 = 0.5 \) and the time for loosing contact is \( t_2 = t_i + 2 \tau = 7/6 \). With these values we can state the analytical solution of this problem: It holds for the displacement \( u := (u_1, 0) \) with

\[
u_1(x_1, x_2, t) := \begin{cases} v_0, & t \leq t_1, \\
h_0 + v_0 \omega(x_1, t), & t_1 < t \leq t_2, \\
h_0 - v_0 (t - t_2), & t_2 < t \end{cases}
\]

and

\[
\omega(x_1, t) := \min \{ \omega_s(x_1), \omega_t(t) \},
\]

\[
\omega_s(x_1) := -\frac{h_0 + x_1}{c_0}, \\
\omega_t(t) := \tau - |t - t_1 - \tau|,
\]

for the velocity \( v := (v_1, 0) \) with

\[
v_1(x_1, x_2, t) := \begin{cases} v_0, & t \leq t_1, \\
-v_0 \Phi(x_1, t), & t_1 < t \leq t_2, \\
v_0, & t_2 < t, \end{cases}
\]

and

\[
\Phi(x_1, t) := \begin{cases} 0, & \omega_s(x_1) \leq \omega_t(t), \\
\text{sign} (t - t_1 - \tau), & \omega_s(x_1) > \omega_t(t), \end{cases}
\]

as well as for the normal contact stress

\[
\sigma_{nn}(t) = \lambda(t) := \begin{cases} 0, & t \notin [t_1, t_2], \\
-\frac{E v_0}{c_0} = -300, & \text{else}. \end{cases}
\]
The analytical solution is illustrated in Figure 2. We use it in Section 6.1 to analyse the spatial and temporal convergence rate of the proposed method. Here, we focus on the stability of $\lambda_{KH}$.

Equation (39) shows that $\lambda$ does not depend on $x$ and thus $\lambda_{KH}$ also does not. Consequently, it is sufficient to consider the temporal development of $\lambda_{KH}$ only. In Figure 3(a), $\lambda_{KH}$ is depicted for $K = 0.01$ and obviously shows an unstable behaviour. This is not surprising, because we know for the static case that the combination of linear trial functions for the displacement and piecewise constant basis functions for the Lagrange multiplier on the same mesh leads to unstable discretizations, c.f. [37]. It should be remarked that a projection of $\lambda_{KH}$ onto $A_{2KH}$ leads to a reasonable approximation of $\lambda$, c.f. Figure 3(b).

In Figure 4, $\lambda_{KH}$ is plotted for different $k$ with $K = 2k$. For $k = 0.01$ and $k = 0.005$, we observe stable behaviour, but not for $k = 0.0025$. If we vary the spatial mesh width $H$, we observe that the stability limit also changes, it decreases linearly with $H$. Studying also other examples, we come to the conclusion that a CFL-type condition connecting the temporal and the spatial discretization of the form

$$
\frac{H}{K} \leq c_0
$$

has to hold to ensure stability.

Since the stabilization by choosing $K = 2k$ leads to a complex discrete problem and we have in addition to ensure (40), we also consider other ways to stabilize the discretization. The first idea is to integrate equation (30) numerically by the right box rule. This leads to $v_{kh}^m$ instead of (34). Since $v_{kh}^m$ does not depend on $v_{kh}^{m-1}$ anymore, the oscillations in $v_{kh}$ are removed and a stable discretization scheme arises, c.f. Figure 5(a). It corresponds to the cG(1)dG(0) scheme, where piecewise constant and discontinuous trial functions in time are used.
for the velocity. Unfortunately, the cG(1)dG(0) method is strongly numerically dissipative and converges only of first order in time.

Another approach to stabilize the discretization is based on the redistribution of the mass in the mass matrix, c.f. [14,15]. It decouples the boundary nodes in the contact zone from the acceleration. The modified mass matrix can efficiently be computed by quadrature rules for linear basis functions in space. But the construction in three dimension and for higher order trial functions is difficult. However, this method ensures the conservation of energy. The Lagrange multiplier $\lambda_{KH}$ of this approach is depicted in Figure 5(b). In the following, we name this scheme “reduced integration” or simply “reduced”.

The last approach for stabilization, is based on the ideas in [18]. There the predicted displacement $u_{m}^{\text{pred}} := u_{m-1}^{k_{h}} + k_{m} u_{m}^{k_{h}-1}$ in the Newmark method is projected onto the admissible set $K_{h}^{m}$, i.e.

$$
\left( u_{m}^{k_{h}} \varphi - u_{m}^{k_{h}} \right) \geq \left( u_{m-1}^{k_{h}} + k_{m} u_{m}^{k_{h}-1} - v_{m}^{k_{h}} \right) \varphi - u_{m}^{k_{h}}
$$

for all $\varphi \in K_{h}^{m}$. We do not introduce $u_{m}^{\text{pred}}$ into the calculation, but ensure $u_{m}^{\text{pred}} \in K_{h}^{m}$ by projecting $v_{m}^{k_{h}}$ onto the set

$$
\tilde{K}_{h}^{m} := \left\{ v_{h} \in V_{h}^{m} \mid \gamma_{n}(v_{h})(x) \leq 0, x \in \Gamma_{C} \right\}.
$$

Consequently, we replace (34) by

$$
\left( v_{m}^{k_{h}}, \varphi - v_{m}^{k_{h}} \right) \geq \left( \frac{2}{k_{m}} (u_{m}^{k_{h}} - u_{m}^{k_{h}-1} - v_{m}^{k_{h}} - v_{m}^{k_{h}}) \varphi - v_{m}^{k_{h}} \right)
$$

for all $\varphi \in \tilde{K}_{h}^{m}$. This idea leads to a stable discretization scheme, see Figure 5(c). But it is weakly energy dissipative and we have additionally to solve (41), which can be performed locally. We refer to this scheme by “projection”.

5.2 Stability in space

To investigate the stability in space, we consider the following example: The domain $\Omega$ is given by $\Omega = [-2,0] \times [0,2]$ and $I = [0,0.1]$. The contact boundary is $\Gamma_{C} = \{ 0 \} \times [0,2]$. We prescribe inhomogeneous Neumann boundary conditions

$$
q_{n}(x,t) := \begin{cases} 
-10x_{2}^{2} + 20x_{2}, & x \in \Gamma_{N_{1}}, t < 0.01 \\
0, & \text{else},
\end{cases}
$$

for all $n \in \mathbb{N}$ and $t \in I$. We use $k_{h}$ with $k_{h} = 0.01$.
on $\Gamma_N = \partial\Omega \setminus \Gamma_C = \Gamma_{N_1} \cup \Gamma_{N_2}$ with $\Gamma_{N_1} := \{-2\} \times [0.875, 1.125]$ and $\Gamma_{N_2} = \Gamma_N \setminus \Gamma_{N_1}$. As above, we choose $E = 900$, $\nu = 0$, $\rho \equiv 1$, $s = 0$, and $g \equiv 0$. A numerical solution for this example is depicted in Figure 6. We observe a stress wave emerging from the inhomogeneous Neumann boundary conditions on $\Gamma_{N_1}$, which hits the obstacle in the middle of $\Gamma_C$, goes towards the boundary, and is reflected.

We exemplarily investigate the $\text{cG}(1)\text{cG}(1)$ method in this section. The results directly carry over to the other schemes. In Figure 7 a plot of $\lambda_{n,KH}$ is depicted for $H = 2h$. The results correspond to the observations in the displacement, c.f. Figure 6. To investigate the stability in space, we have a detailed look on single time steps. In Figure 8, $\lambda_{n,KH}$ is plotted for different time steps $m$ and $H = 2h$ as well as $H = h$. The arising instabilities for $H = h$ are obvious.

6 Numerical results

Two illustrative examples are considered in this section. The goal is to provide a good insight into the methods and to compare their properties. Therefore, we have chosen simpler examples to ease the discussion and to exclude some minor effects.
6.1 Frictionless bar impact

Here, we take the example from Section 5.1 up again to discuss the accuracy of the presented methods and the issue of energy conservation. In Figure 9(a), the development of the energy for the four different discussed schemes is plotted. We observe energy conservation as expected for the cG(1)cG(1) and the reduced integration method. In the scheme stabilized with an additional projection, we loose a small amount of energy during the first contact and then the energy is conserved. The numerical dissipativity of the cG(1)dG(0) is clear to see and we loose a lot of energy. In the Fig-
ures 9(b) and 9(c), the lost energy during the whole calculation is compared for the four different schemes w.r.t. to the spatial mesh width $h$ and the time step length $k$. We find that the cG(1)cG(1) and the reduced integration method are energy conserving for all $h$ and $k$. In this example, the lost energy of the projection scheme only depends on $h$ and converges of order $h$. In more complex examples, we also observe an dependence on $k$. For the cG(1)dG(0) method, we notice a strong dependence on the time step length $k$. Especially for large time steps, the loss of more than 20% of energy is not acceptable.

The convergence behaviour of the four different methods are illustrated in Figure 10. W.r.t. the time step length $k$, we observe that the cG(1)cG(1), the reduced integration, and the projection method all converge of order $O(k^0.77)$ and that the error is about the same size, see Figure 10(a). For unconstrained and sufficiently smooth problems, these methods obtain a convergence rate $O(k^2)$, which is reduced due to the missing regularity here. In comparison to the predicted consistency of order $O(k^{0.5})$ for the stabilized Newmark method in [21], we observe here a faster convergence. The cG(1)-dG(0) method lead to a considerably larger error and a smaller convergence rate.

Concerning the convergence w.r.t. to $h$, we have to divide three different behaviours. The cG(1)cG(1) and the projection scheme behave similar. We observe a convergence rate of $O(h^{0.63})$ for the $L^2$-norm, $O(h^{0.66})$ for the $L^\infty$-norm, and $O(h^{0.37})$ for the $H^1$-norm, see Figures 10(b), 10(c), and 10(d). The rates are reduced in comparison to the smooth and unconstrained case, where we obtain $O(h^2)$ in the $L^2$-norm, $O(h^2 \log h)$ in the $L^\infty$-norm, and $O(h)$ in the $H^1$-norm. The reason is the missing regularity of this example. For the cG(1)dG(0) scheme, we obtain no clear results, because the slow convergence w.r.t. $k$ falsifies the measured errors. The reduced integration method shows a somehow strange behaviour. We observe small errors in the $L^2$- and the $L^\infty$-norm for large $h$, which then slightly grow and finally decrease to a similar amount compared with the cG(1)cG(1) and the projection method. Consequently, it is impossible to calculate a convergence rate. In the $H^1$-norm, we have a similar behaviour, but the error is monotonely decreasing.

6.2 Bar impact with friction

In this section, we investigate an example with friction. The domain is $\Omega = [-4, 0] \times [-6, 0]$, $\Gamma_D = \emptyset$, $\Gamma_C = [-4, 0] \times \{-1\}$, and $I = [0, 0.4]$. We assume homogeneous Neumann boundary conditions on $\Gamma_N = \partial \Omega \setminus \Gamma_C$. The obstacle is parametrised by the function

![Fig. 11 Plot of the numerical solution for the cG(1)cG(1) scheme, $M = 400$ and $M_h = 15360$.](image)
(a) Plot of $\lambda_{n KH}$ for the cG(1)cG(1) scheme, $M = 400$, and $M_h = 15360$

(b) Plot of the total energy for $M = 400$, and $M_h = 15360$

Fig. 12 Plot of the Lagrange multiplier for the cG(1)cG(1) scheme and of the energy development.

$g = 0$. We set the material properties to $E = 900$, $\nu = 0$, and $\rho \equiv 1$. The initial conditions are $u_s \equiv 0$ and $v_s \equiv (10, 5)^\top$. We consider Coulomb type friction with $F = 0.05$. In Figure 11, the numerical solution is illustrated. The stable Lagrange multiplier is plotted in Figure 12(a).

In the last section, we have discussed energy conservation in the context of frictionless contact. During frictional contact, energy is dissipated. What we observe here is that the cG(1)cG(1) and the reduced integration method lead to the same energy curve as well as that the curve of the projection scheme is almost parallel, we only have an additional dissipation of energy in the time step of first contact, c.f. Figure 12(b). The amount of energy dissipated during the calculation by the cG(1)cG(1) and the reduced integration method is equal to the energy dissipated by friction, which can be calculated from $\lambda_{n KH}$ and $\dot{u}$. We find here again the strong numerical dissipaty of the cG(1)dG(0) method. The development of the loss of energy due to numerical reasons behaves exactly the same way as in the frictionless example.

7 Conclusions and outlook

A space-time finite element method to discretize dynamic frictional contact problems have been presented. The crucial point is to ensure the stability of the presented scheme, i.e. to circumvent oscillations in the Lagrange multipliers. Four different methods have been discussed and while all ensure the stability of the proposed ansatz, the cG(1)dG(0) method lead to less effective discretizations and is strongly energy dissipative. The other three methods lead to reasonable results. As already mentioned in the introduction, the space-time finite element discretization can serve as basis for developing a posteriori error estimates w.r.t. nonlinear functionals of interest, c.f. [39]. However, the space-time formulation should also provide the opportunity to derive a rigorous mathematical proof of stability and convergence.

The presented discretization scheme can also be extended to more complex problems. Here, we think of the inclusion of nonlinear material laws with finite deformations. Furthermore, coupled thermomechanical contact problems are an interesting topic of research and the presented approach should be applicable. A second interesting topic is the extension to higher order finite elements. In space, the extension can be carried out with the ideas presented in [38]. The temporal variable is much more involved, since the solution of the discrete problems and the formulation of the contact conditions is difficult.
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