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Abstract. This work extends the algebraic flux correction (AFC) paradigm to finite element discretizations of conservation laws for symmetric tensor fields. The proposed algorithms are designed to enforce discrete maximum principles and preserve the eigenvalue range of evolving tensors. To that end, a continuous Galerkin approximation is modified by adding a linear artificial diffusion operator and a nonlinear antidiffusive correction. The latter is decomposed into edge-based fluxes and constrained to prevent violations of local bounds for the minimal and maximal eigenvalues. In contrast to the flux-corrected transport (FCT) algorithm developed previously by the author and existing slope limiting techniques for stress tensors, the admissible eigenvalue range is defined implicitly and the limited antidiffusive terms are incorporated into the residual of the nonlinear system. In addition to scalar limiters that use a common correction factor for all components of a tensor-valued antidiffusive flux, tensor limiters are designed using spectral decompositions. The new limiter functions are analyzed using tensorial extensions of the existing AFC theory for scalar convection-diffusion equations. The proposed methodology is backed by rigorous proofs of eigenvalue range preservation and Lipschitz continuity. Convergence of pseudo time-stepping methods to stationary solutions is demonstrated in numerical studies.
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1. INTRODUCTION

The need to impose physically motivated bounds on the eigenvalues or principal invariants of symmetric tensor quantities arises in many applications of numerical solution methods to real life problems. A variety of nonlinear high resolution schemes based on the use of flux or slope limiting techniques have been developed for scalar conserved quantities and hyperbolic systems but the design and analysis of bounds preserving limiters for symmetric tensor quantities poses additional challenges which we address in this work. The proposed methodology extends the algebraic flux correction (AFC) paradigm and the underlying theory to tensor fields.

In the context of scalar conservation laws, algebraic flux correction (AFC) constrains the coefficients of a finite element approximation so as to satisfy (local) maximum principles while preserving the total mass. The AFC methodology traces its origins to the flux corrected transport (FCT) algorithm which applies antidiffusive fluxes to a low order solution (predictor) and limits them in a way which guarantees preservation of local bounds for the final solution (corrector). In contrast to FCT algorithms of this kind, the AFC methodology proposed
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by Kuzmin [16] inserts limited antidiffusive fluxes into the residual of the nonlinear system which blends a high order target discretization and its monotone low order counterpart so that the resulting scheme becomes local extremum diminishing (LED). Algebraic limiting techniques of this kind were proposed and analyzed, e.g., in [4, 6, 8, 7, 18]. In recent contributions to the field, the principle of linearity preservation was recognized to be an important prerequisite for achieving the optimal order of convergence for sufficiently smooth data on general meshes [6, 18]. Moreover, differentiable versions of nodal limiters were developed to facilitate iterative solution of nonlinear systems [4].

The development of meaningful limiting techniques for tensor quantities is not straightforward and has become an important issue in numerous research areas: image analysis (structure tensors), diffusion tensor magnetic resonance imaging (DT-MRI; diffusion tensors), fluid and solid dynamics (Cauchy stress tensors), civil engineering and solid mechanics (inertia, diffusion and permittivity tensors), fiber suspensions (orientation tensors) – to name just a few [2, 3, 10, 14, 25]. While for scalar fields it is almost clarified which properties are important for calculating physics-compatible numerical solutions (e.g., local maximum principles and conservation of mass), this issue is ambiguous for (symmetric) tensor quantities and the best choice of a limiting strategy may depend on the underlying problem. In the context of bounds preserving reconstruction (remapping), tailor-made slope limiters for stress tensors were proposed in the recent work of Shashkov et al. [14, 27]. Their limiter prevents oscillations of the second invariant which represents a conserved quantity proportional to the elastic energy density. The general limiting framework proposed by Luttwak et al. [22, 23, 24] constrains tensors or vectors to lie in the convex hull of tensors/vectors that are known to be physically admissible. Other general-purpose limiting approaches proposed to date include the generalized Osher-Sethian scheme by Burgeth et al. [10] and a limiter constraining the tensor components along flow-related directions [25].

The present paper is based on the idea introduced by the author in the context of an eigenvalue range preserving FCT algorithm [20] designed to satisfy (local) maximum principles and preserve definiteness when it comes to antidiffusive corrections of the underlying low order approximation. This FCT limiter is frame invariant and preserves a constant trace, which makes it a useful tool for numerical treatment of orientation tensors in fiber suspension flow models. However, predictor-corrector methods of FCT type are not well suited for solving stationary transport problems and theoretical analysis. Therefore, we develop and analyze alternative limiting approaches in this paper building on recent advances in the field of AFC schemes for scalar convection-diffusion equations.

The article is structured as follows: In the next section, we introduce some basic notation, summarize important properties of (symmetric) tensor quantities and explain the main idea behind the AFC methodology for scalar fields. In Section 3, a first basic limiter for symmetric tensor quantities is developed to enforce sufficient conditions of eigenvalue range preservation using a scalar correction factor which scales each component of the antidiffusive flux in the same manner and exploits a special form of the system matrix. Theoretical proofs of its Lipschitz continuity and local maximum principles justify the definition. This limiter is generalized to arbitrary system matrices in Section 4. However, it turns out that the resulting AFC method can be quite diffusive due to the use of a scalar-valued correction factor. This drawback is cured in Secs. 5 and 6 by introducing tensorial correction factors based on spectral decompositions. In the last theoretical section (Sec. 7) of this paper, the concept of dual limiting is introduced for antidiffusive fluxes that may violate eigenvalue-based maximum principles at both nodes. The segregated treatment of such fluxes improves the accuracy of the AFC method at the expense of just a minor increase in computational costs. Finally, the proposed algorithms are compared to each other and the implications of varying the fine-tuning parameters are explored in applications to newly defined test problems (Sec. 8).

2. Notation and preliminaries

2.1. Notation

In this work, we are interested in monotonicity preserving algorithms for symmetric tensors with the dimension $d \times d$, $1 \leq d \leq 3$. This space is denoted by $\mathbb{S}_d \subset \mathbb{R}^{d \times d}$ while $\mathbb{S}_{d,+} \subset \mathbb{S}_d$ stands for the subset of positive
semidefinite tensors, where \( V \in S_{d,+} \) is equivalent to \( V \succ 0 \) and \( 0 \preceq V \). Here, the tensor inequality \( V \succeq U \) should be understood in the sense that all eigenvalues of \( V - U \) are nonnegative (cf. Löwner ordering [21]), i.e., \( \lambda_k(V - U) \geq 0, 1 \leq k \leq d \), while \( 0 \in S_d \) and \( I \in S_d \) denote the zero and identity tensor, respectively. Furthermore, we adopt the notation that tensor quantities in the \( d \times d \)-dimensional space are written in capital and boldface letters, while vectors \( v \in \mathbb{R}^d \) are labeled in lowercase and boldface letters. If we introduce a vector \( v_k \) corresponding to a tensor quantity \( V \), \( v_k \) corresponds to the \( k \)-th column vector of \( V \). The boldface notation should distinguish tensors and vectors in the \( d \times d \)- and \( d \)-dimensional space from matrices and vectors corresponding to the finite element space with dimension \( N \).

A tensor quantity furnished with a tilde like \( \tilde{V} \) denotes the diagonal tensor whose diagonal entries are the sorted eigenvalues \( v_k := \lambda_k(V) \) of \( V \), i.e.,

\[
v_1 \leq \ldots \leq v_d \quad \text{and} \quad \tilde{V} := \text{diag}(v_1, \ldots, v_d).
\]

Then, we have

\[
V = Q \tilde{V} Q^T,
\]

where \( Q \in \mathbb{R}^{d \times d} \) is the orthogonal tensor having the normalized eigenvector \( q_k \) corresponding to the eigenvalue \( v_k \) as its \( k \)-th column vector, i.e., \( V q_k = v_k q_k \). In addition to the notation with one subscript, lowercase letters with two subscripts \( v_{k\ell} \) denote the tensor entries of \( V \), i.e., \( V = (v_{k\ell})_{k,\ell=1}^d \). If not mentioned otherwise, \( k \) and \( \ell \) are reserved for exclusive use in sums over the space dimension, i.e., sums over \( k \) and \( \ell \) are restricted to the range \( 1 \leq k, \ell \leq d \).

2.2. Basic results for tensor norms

To prove the existence of a solution and the Lipschitz continuity of the proposed flux limiters, we will make use of the spectral and Frobenius norm \( \| \cdot \|_2 \) and \( \| \cdot \|_F \), respectively. Therefore, we summarize some of the most important properties.

The spectral norm \( \| \cdot \|_2 \) is the induced matrix norm of the Euclidean vector norm and equal to the largest absolute eigenvalue for symmetric tensors \( V \in S_d \), i.e.,

\[
\|Vx\|_2 \leq \|V\|_2 \|x\|_2, \quad \text{for all } V \in \mathbb{R}^{d \times d} \text{ and } x \in \mathbb{R}^d, \quad \|V\|_2 = \max(\{ |v_1|, |v_d| \}) \quad \text{for all } V \in S_d.
\]

In contrast to that, the Frobenius norm \( \| \cdot \|_F \) is not an induced norm. According to the invariance of the trace \( \text{tr}(\cdot) \) under cyclic permutations

\[
\text{tr}(VW) = \text{tr}(WV) \quad \text{for all } V, W \in \mathbb{R}^{d \times d}
\]

and the definition of the Frobenius inner product \( (\cdot, \cdot)_F \)

\[
(V, W)_F := V : W := \sum_{k,\ell=1}^d v_{k\ell} w_{k\ell} = \text{tr}(V^T W) = \text{tr}(W^T V),
\]

the Frobenius norm \( \| \cdot \|_F \) satisfies the identity

\[
\|V\|_F^2 := (V, V)_F = \text{tr}(V^2) = \text{tr}(Q \tilde{V}^2 Q^T) = \text{tr}(\tilde{V}^2 Q^T Q) = \text{tr}(\tilde{V}^2) = \sum_{k=1}^d v_k^2 \quad \text{for all } V \in S_d. \tag{1}
\]

Both norms can be calculated just by considering the eigenvalues. Therefore, they are frame invariant, i.e.,

\[
\|QVQ^T\|_2 = \|V\|_2, \quad \|QVQ^T\|_F = \|V\|_F \quad \text{for all } V, Q \in \mathbb{R}^{d \times d} \text{ with } QQ^T = I
\]
and equivalent to each other
\[
\|V\|_2^2 = \lambda_d(V^TV) \leq \sum_{k=1}^d \lambda_k(V^TV) = \|V\|_F^2 \leq d\|V\|_2^2
\]
\[
\Rightarrow \quad \|V\|_2 \leq \|V\|_F \leq \sqrt{d}\|V\|_2 \quad \text{for all } V \in \mathbb{R}^{d \times d}.
\]

Furthermore, the following inequalities hold
\[
\|VW\|_F^2 = \sum_{k=1}^d \|Vw_k\|_2^2 \leq \|V\|_2^2 \sum_{k=1}^d \|w_k\|_2^2 = \|V\|_2^2 \|W\|_2^2,
\]
\[
\|WV\|_F^2 = \|V^T W^T\|_F^2 \leq \|V^T\|_2^2 \|W^T\|_2^2 = \|V\|_2^2 \|W\|_2^2
\]
for all \(V, W \in \mathbb{R}^{d \times d}\),

where we used the notation that \(w_k \in \mathbb{R}^d\) is the \(k\)-th column vector of \(W \in \mathbb{R}^{d \times d}\).

2.3. Lipschitz continuity of selected scalar and tensorial operations

In what follows, we prove the Lipschitz continuity of the absolute value, maximum, and minimum. For scalars \(u, v, \bar{u}, \bar{v} \in \mathbb{R}\), we have due to the reverse triangle inequality
\[
|v - \bar{v}| \leq |v - \bar{v}|,
\]
\[
|\max(u, v) - \max(\bar{u}, \bar{v})| = \left| \frac{1}{2}(u + v) + |u - v| - (\bar{u} + \bar{v}) - |\bar{u} - \bar{v}| \right|
\leq \frac{1}{2}|u + v - \bar{u} - \bar{v}| + \frac{1}{2}|u - v| - |\bar{u} - \bar{v}| \leq |u - \bar{u}| + |v - \bar{v}|, \quad \text{(3a)}
\]
\[
|\min(u, v) - \min(\bar{u}, \bar{v})| = \left| \frac{1}{2}(u + v) - |u - v| - (\bar{u} + \bar{v}) + |\bar{u} - \bar{v}| \right|
\leq \frac{1}{2}|u + v - \bar{u} - \bar{v}| + \frac{1}{2}|u - v| - |\bar{u} - \bar{v}| \leq |u - \bar{u}| + |v - \bar{v}|, \quad \text{(3b)}
\]
In the case of tensor quantities, the operations are defined as follows for all \(U, V \in \mathbb{S}_d\)
\[
|V| := Q|V|Q^T, \quad \max(U, V) := \frac{1}{2}(U + V) + \frac{1}{2}|U - V|, \quad \min(U, V) := \frac{1}{2}(U + V) - \frac{1}{2}|U - V|, \quad \text{(4)}
\]
where \(|V|\) is defined as the tensor with the absolute values of the diagonal tensor \(\bar{V}\) and \(Q \in \mathbb{R}^{d \times d}\) is the orthogonal tensor such that \(V = Q\bar{V}Q^T\). In other words, \(|V|\) is the tensor with the absolute eigenvalues of \(V\) corresponding to the same eigenvectors. As expected, the minimum of two tensors is bounded above in the sense of Löwner ordering by one of its arguments
\[
\min(U, V) = \frac{1}{2}\left(\left|\left(U + V\right) - \left|U - V\right|\right| \right) \leq \frac{1}{2}\left|\left(U + V\right) + \left(U - V\right)\right| = U. \quad \text{(5)}
\]
However, if both arguments are bounded below, the minimum can violate this bound in contrast to the scalar definition of the minimum
\[
U, V \succeq W \implies \min(U, V) \succeq W.
\]
A counterexample in \(\mathbb{R}^{2 \times 2}\) is given by
\[
U = \begin{pmatrix} 1 & 2 \\ 2 & 4 \end{pmatrix} \succeq 0, \quad V = \begin{pmatrix} 4 & 2 \\ 2 & 1 \end{pmatrix} \succeq 0 \quad \Rightarrow \quad \min(U, V) = \frac{1}{2}\begin{pmatrix} 5 & 4 \\ 4 & 5 \end{pmatrix} - \frac{1}{2}\begin{pmatrix} 3 & 0 \\ 0 & 3 \end{pmatrix} = \begin{pmatrix} 1 & 2 \\ 2 & 1 \end{pmatrix} \neq 0.
\]
The operations defined in (4) are Lipschitz continuous for symmetric tensors: We will prove this for the Frobenius norm \(\| \cdot \|_F\) with Lipschitz constant \(L = 1\). Without loss of generality, let us assume that \(V\) is diagonal, i.e.,
\[
\|\|V| - \bar{V}\|_F^2 = \|V\|_F^2 + \|\bar{V}\|_F^2 - 2(|V|, |\bar{V}|)_F \leq \|V\|_F^2 + \|\bar{V}\|_F^2 - 2(V, \bar{V})_F = \|V - \bar{V}\|_F^2,
\]
where the inequality holds due to

\[
(V, \bar{V})_F = \sum_{k=1}^d v_{kk}^2 \leq \sum_{k=1}^d \sum_{\ell=1}^d q_{k\ell}^2 \leq \sum_{k=1}^d v_{kk}^2 \sum_{\ell=1}^d q_{k\ell}^2 \leq (|V|, |\bar{V}|)_F,
\]

because \( V \) is diagonal and \( \bar{V} = \hat{Q}\tilde{V}\hat{Q}^T \). This allows us to prove the Lipschitz continuity of \( \max(\cdot, \cdot) \) and \( \min(\cdot, \cdot) \) in the same way as in the scalar case:

\[
\|\max(U, V) - \max(\bar{U}, \bar{V})\|_F
= \frac{1}{2}\|\max(U + V, U - V) - (\max(U + \bar{V}, U - \bar{V}))\|_F
\leq \frac{1}{2}\|U + V - \bar{U} - \bar{V}\|_F + \frac{1}{2}\|U - V - \bar{U} + \bar{V}\|_F
\leq \frac{1}{2}\|U + V - \bar{U} - \bar{V}\|_F + \frac{1}{2}\|U - V - \bar{U} + \bar{V}\|_F \leq \|U - \bar{U}\|_F + \|V - \bar{V}\|_F.
\]

\[
\|\min(U, V) - \min(\bar{U}, \bar{V})\|_F
= \frac{1}{2}\|\min(U + V, U - V) - (\min(U + \bar{V}, U - \bar{V}))\|_F
\leq \frac{1}{2}\|U + V - \bar{U} - \bar{V}\|_F + \frac{1}{2}\|U - V - \bar{U} + \bar{V}\|_F \leq \|U - \bar{U}\|_F + \|V - \bar{V}\|_F.
\]

All three inequalities are sharp.

### 2.4. Idea of algebraic flux correction in the scalar case

In this section we briefly describe the basic concept of algebraic flux correction methods. The limiting techniques to be considered are based on the one developed in [16] to stabilize a numerical method corresponding to a scalar boundary value problem. It is closely related to the flux-corrected transport (FCT) methodology originally introduced in [13,22]. Both methods have the capability to continuously blend a high order approximation of the discretized problem, typically given by the Galerkin method, and its low order counterpart, which is defined by adding artificial diffusion such that local maximum principles are satisfied algebraically. Because the high order method is not able to preserve (local) maximum principles, the algorithm should fall back to the low order method at local extrema, while being as close as possible to the high order solution everywhere else. This guarantees the boundedness of the function values by the extrema of the neighboring degrees of freedom and, hence, respects the local extremum diminishing (LED) property.

FCT algorithms utilize this idea in a predictor-corrector like manner. After calculating the low order solution, antidiffusive fluxes are added, which are limited to recover a (linearized) high order method in smooth regions without producing overshoots and undershoots elsewhere [17]. In contrast to this, the AFC method proposed by Kuzmin [16] leads to a nonlinear system, which blends both methods only depending on the solution itself. Due to this monolithic limiting strategy, the method can be used for stationary problems and time-dependent solutions are less sensitive to the choice of the time increment. Barrenechea et al. [5] were the first ones to investigate theoretical aspects of the nonlinear method and prove the existence of a solution.

To present the basic aspects of the AFC methodology, let us start with an arbitrary linear system of equations, which stems from the finite element discretization of a scalar boundary value problem and is given by

\[
\sum_{j=1}^N a_{ij} u_j = g_i \quad \text{for all } 1 \leq i \leq N,
\]
where \( u = (u_i)_{i=1}^N \), \( g = (g_j)_{j=1}^N \), \( u_i, g_i \in \mathbb{R} \) for all \( 1 \leq i \leq N \), denote the degrees of freedom of the solution and right hand side, respectively, and \( A = (a_{ij})_{i,j=1}^N \) is a positive definite matrix, i.e.,

\[
C_M := \inf_{v \in \mathbb{R}^N, \|v\|_2=1} \sum_{i,j=1}^N v_i a_{ij} v_j > 0. \tag{9}
\]

The right hand side \( g_i \) of (5) depends on known data (boundary conditions, initial data, solution values from the previous time step). While the discrete problem (8) corresponds to the use of weakly imposed Dirichlet boundary conditions, strongly enforced function values also lead to a system with positive definite system matrix if the rows corresponding to boundary values are scaled in a reasonable manner. For the definition and detailed analysis of a stationary scalar problem, where strongly enforced Dirichlet boundary conditions are treated separately, we refer the reader to [4].

As presented in [4], if \( a_{ij} \leq 0 \) for all \( j \neq i \), problem (8) satisfies the following discrete maximum principles

\[
\begin{align*}
\sum_{j=1}^N a_{ij} &= 0 \quad \text{and} \quad g_i \leq 0 \quad \Rightarrow \quad u_i \leq \max_{j \neq i, a_{ij} \neq 0} u_j, \tag{10a} \\
\sum_{j=1}^N a_{ij} &= 0 \quad \text{and} \quad g_i \geq 0 \quad \Rightarrow \quad u_i \geq \min_{j \neq i, a_{ij} \neq 0} u_j, \tag{10b} \\
\sum_{j=1}^N a_{ij} &\geq 0 \quad \text{and} \quad g_i \leq 0 \quad \Rightarrow \quad u_i \leq \max_{j \neq i, a_{ij} \neq 0} 0, \max u_j, \tag{10c} \\
\sum_{j=1}^N a_{ij} &\geq 0 \quad \text{and} \quad g_i \geq 0 \quad \Rightarrow \quad u_i \geq \min_{j \neq i, a_{ij} \neq 0} 0, \min u_j. \tag{10d}
\end{align*}
\]

For example, (10c) can be shown as follows [4]

\[
a_{ii} u_i \leq -\sum_{j \neq i} a_{ij} u_j = \sum_{j \neq i, a_{ij} \neq 0} (-a_{ij}) (u_j - \max_{j \neq i, a_{ij} \neq 0} u_j) + \sum_{j \neq i, a_{ij} \neq 0} (-a_{ij}) \left( \max_{j \neq i, a_{ij} \neq 0} u_j \right) \\
\leq \sum_{j \neq i, a_{ij} \neq 0} (-a_{ij}) \left( \max_{j \neq i, a_{ij} \neq 0} u_j \right) \leq a_{ii} \max_{j \neq i, a_{ij} \neq 0} u_j.
\]

The proof for (10a) is the same, except that the last inequality is an identity

\[
a_{ii} u_i \leq -\sum_{j \neq i} a_{ij} u_j \leq \sum_{j \neq i, a_{ij} \neq 0} (-a_{ij}) \left( \max_{j \neq i, a_{ij} \neq 0} u_j \right) = a_{ii} \max_{j \neq i, a_{ij} \neq 0} u_j.
\]

These maximum principles are the discrete analogues of continuously defined maximum principles that, e.g., scalar convection equations satisfy [11][26]. However, a general discretization of such a boundary value problem mostly does not satisfy the above sufficient conditions. For that reason, the basic idea is to introduce artificial diffusion, which corrects troublesome matrix entries \( a_{ij} \) in a consistent manner: If the artificial diffusion matrix \( D = (d_{ij})_{i,j=1}^N \in \mathbb{R}^{N \times N} \) is defined by (similarly to the definition in [17] for \( a_{ij} = -k_{ij} \))

\[
d_{ij} := \max\{a_{ij}, 0, a_{ji}\} \geq 0 \quad \text{for all} \ j \neq i, \quad d_{ii} := -\sum_{j \neq i} d_{ij} \leq 0, \tag{11}
\]
then $B := A - D$ satisfies the requirements of the sign for the discrete maximum principles. Furthermore, $D$ has vanishing row and column sums, i.e.,

$$\sum_j d_{ij} = \sum_i d_{ij} = 0 \quad \Rightarrow \quad \sum_j b_{ij} = \sum_i a_{ij}, \quad \sum_i b_{ij} = \sum_j a_{ij}. $$

It follows that the total (and local) mass does not change (sum over $i$) and the properties of the original system corresponding to the discrete maximum principle are preserved (sum over $j$). Additionally, $D$ is negative semidefinite and, hence, $B$ is positive definite, due to the positive definiteness of $A$.

In the FCT methodology, matrix $B$ is used to calculate a low order solution $u^L$, which satisfies the local extremum diminishing (LED) property, but is highly diffusive. Then, local bounds $u^\text{min}_i$ and $u^\text{max}_i$ depending on $u^L$ and correction factors $0 \leq \alpha_{ij} = \alpha_{ji} \leq 1$ are defined so that the FCT solution is guaranteed to be located between $u^\text{min}_i$ and $u^\text{max}_i$, i.e.

$$u^\text{min}_i \leq u_i = u^L_i + \frac{1}{m_i} \sum_j \alpha_{ij} f_{ij} \leq u^\text{max}_i,$$

where $f_{ij} = -f_{ji}$ are antidiffusive fluxes. Here, $m_i$ is the $i$-th diagonal entry of the lumped mass matrix and $m_i u_i$ is the mass corresponding to the degree of freedom $i$. The interested reader is referred to [17] for a more detailed description of this approach.

In the AFC framework defined by Kuzmin in [16], artificial diffusion and limited antidiffusive fluxes are incorporated into the nonlinear system

$$\sum_{j=1}^N b_{ij} u_j + \sum_{j \neq i} \alpha_{ij} d_{ij} u_j = \sum_{j=1}^N a_{ij} u_j + \sum_{j \neq i} (1 - \alpha_{ij}) d_{ij} (u_i - u_j) = g_i \quad \text{for all } 1 \leq i \leq N,$$

where $\alpha_{ij} = \alpha_{ji}(u_1, \ldots, u_N)$ depends on the solution and is responsible for the nonlinearity. As in the case of FCT, the correction factors blend the stabilized low order approximation ($\alpha_{ij} = 0$) and the high order target method, which is recovered by $\alpha_{ij} = 1$. If $\alpha_{ij} = 0$ whenever $u_i$ is a local extremum, we can show that $u_i$ is bounded above/below by the maximum/minimum of the neighboring function values and the LED property is satisfied [4].

To solve the nonlinear system, the Newton method can be used if $\alpha_{ij}$ is differentiable. Otherwise, pseudo time stepping approaches are commonly used to calculate the solution. In each pseudo time step, the solution of the nonlinear problem can be calculated using a fixed point iteration, which converges if there exists a unique solution, $\alpha_{ij}(u_i - u_j)$ is Lipschitz continuous, and the pseudo time increment is chosen small enough [1, Proposition 4.3]. Barrenechea et al. have shown that the algorithm proposed in [16] yields a solution [5] and that the solution is unique [6] in the special case of a steady-state convection-diffusion-reaction equation with a solenoidal velocity field.

### 2.5. Extension of algebraic flux correction to the tensor case

In this paper, we extend the concept of algebraic flux correction proposed in [16] to tensor quantities and prove the existence of a solution while following the proof techniques of [5]. A general linear system of equations for a symmetric tensor field is given by

$$\sum_{j=1}^N a_{ij} U_j = G_i \quad \text{for all } 1 \leq i \leq N,$$
where $\mathbf{U}_i \in S_d$ and $\mathbf{G}_i \in S_d$. In (13), each tensor entry \((u_{j,k\ell})_{j=1}^N\) satisfies a linear system with the same system
matrix \(A = (a_{ij})_{i,j=1}^N\) and different right-hand sides \((g_{i,k\ell})_{i=1}^N\). Then, the AFC system reads
\[
\sum_{j=1}^N a_{ij} \mathbf{U}_j + \sum_{j \neq i} d_{ij}(I - A_{ij})(\mathbf{U}_i - \mathbf{U}_j) = \mathbf{G}_i \quad \text{for all } 1 \leqslant i \leqslant N, \tag{14}
\]
where the artificial diffusion coefficient \(d_{ij}\) is defined as in the scalar case and \(I, A_{ij} : S_d \to S_d\) are the identity
and limiting operators. The definition of \(d_{ij}\) as in the scalar case has already proved itself to be viable in the
FCT framework [20], where additionally to the LED property for each tensor entry, discrete maximum principles
for the range of eigenvalues and the trace are fulfilled. The limiting operator \(A_{ij}\) should ideally return \(\mathbf{U}_i - \mathbf{U}_j\)
to recover the high order approximation and produce \(0\) in the worst case.

In what follows, we introduce two different concepts of defining \(A_{ij}\), which are able to preserve the LED
property for the range of eigenvalues. This means that the maximal eigenvalue \(u_{i,d}\) of \(\mathbf{U}_i\) is bounded above by
the maximum of maximal eigenvalues in the neighborhood of node \(i\) and the minimal eigenvalue \(u_{i,1}\) is bounded
below in a similar vein.

### 3. One-node scalar limiting

To start with the introduction of a simple tensor limiter, we assume that the system matrix \(A\) satisfies
\[
\min(a_{ij}, a_{ji}) \leqslant 0 \quad \text{for all } 1 \leqslant i, j \leqslant N \text{ s.t. } i \neq j. \tag{15}
\]
This allows us to define the limiter in an upwind based manner (similarly to [16]), because for each edge there
exists at least one harmless node, where the satisfaction of maximum principles does not depend on the edge
contribution (see the proof of the LED property below). In Sec. 4 we discuss a more general case, where
restriction (15) does not have to be satisfied.

The simplest approach to define the limiting operator \(A_{ij}\) is to use a scalar correction factor, which multiplies
each entry of \(\mathbf{U}_i - \mathbf{U}_j\) by the same value, i.e.,
\[
A_{ij}(U)[\mathbf{U}_i - \mathbf{U}_j] := \begin{cases} 
\alpha_{ij}(\mathbf{U}_i - \mathbf{U}_j) & : a_{ij} > 0, a_{ji} \leqslant 0, \\
\alpha_{ji}(\mathbf{U}_i - \mathbf{U}_j) & : a_{ij} \leqslant 0, a_{ji} > 0, \\
\mathbf{U}_i - \mathbf{U}_j & : a_{ij} \leqslant 0, a_{ji} \leqslant 0,
\end{cases} \tag{16}
\]
where \(0 \leqslant \alpha_{ij} \leqslant 1\) is a scalar correction factor depending on the solution \(U = (\mathbf{U}_i)_{i=1}^N\) (at the moment
arbitrary) and responsible for the validity of maximum principles at node \(i\). The restriction to symmetric
limiting operators \(A_{ij} = A_{ji}\) is required for conservation reasons. In this context, the notation \(A_{ij}(U)[\mathbf{U}_i - \mathbf{U}_j]\)
means the application of \(A_{ij}\) to \(\mathbf{U}_i - \mathbf{U}_j\), where the correction factors depend on \(U\). Most often the dependency
on \(U\) is neglected and we just write \(A_{ij}[\cdot]\) instead of \(A_{ij}(U)[\cdot]\).

In what follows, we prove the existence of a solution of (14) following the techniques used in [5]: First of all,
using the definition (16) of \(A_{ij}\), for an arbitrary tensor \(\mathbf{V} \in S_d\), we have
\[
(V, (I - A_{ij})[\mathbf{V}])_F = (1 - \alpha_{ij})(\mathbf{V}, \mathbf{V})_F \geqslant 0 \quad \text{if } a_{ij} > 0, a_{ji} \leqslant 0.
\]
In the cases \(a_{ij} \leqslant 0, a_{ji} > 0\) and \(a_{ij} \leqslant 0, a_{ji} \leqslant 0\), the correction factor \(\alpha_{ij}\) has to be replaced by \(\alpha_{ji}\) and 1,
respectively, and the same property is satisfied. This implies the nonnegativity of
\[
(\mathbf{U}, (I - A_{ij})[\mathbf{U} - \mathbf{V}])_F + (\mathbf{V}, (I - A_{ji})[\mathbf{V} - \mathbf{U}])_F = (\mathbf{U} - \mathbf{V}, (I - A_{ij})[\mathbf{U} - \mathbf{V}])_F \geqslant 0
\]
and, hence,
\[
\sum_{i,j=1}^{N} d_{ij}(\mathbf{V}_i, (\mathcal{I} - \mathcal{A}_{ij})[\mathbf{V}_i - \mathbf{V}_j])_F = \sum_{i=1, i<j}^{N} d_{ij}(\mathbf{V}_i, (\mathcal{I} - \mathcal{A}_{ij})[\mathbf{V}_i - \mathbf{V}_j])_F + \sum_{i,j=1}^{N} d_{ij}(\mathbf{V}_j, (\mathcal{I} - \mathcal{A}_{ij})[\mathbf{V}_j - \mathbf{V}_i])_F \geq 0. \tag{17}
\]
Furthermore, we define the scalar product \((\cdot, \cdot)_2,F\) and corresponding norm \(\| \cdot \|_2,F\) of a tensorial solution by
\[
(V, U)_{2,F} := \sum_{i=1}^{N} (\mathbf{V}_i, \mathbf{U}_i)_F, \quad \|V\|_{2,F}^2 := \sum_{i=1}^{N} \|\mathbf{V}_i\|_F^2 \quad \text{for all } V, U \in \mathbb{S}_d^N
\]
so that, using the definition of \(C_M > 0\) (cf. [9]), the inequality
\[
\sum_{i,j=1}^{N} a_{ij}(\mathbf{V}_i, \mathbf{V}_j)_F = \sum_{k,l=1}^{d} \sum_{i,j=1}^{N} a_{ij}v_{i,k}v_{j,l} \geq \sum_{k,l=1}^{d} C_M \sum_{i,j=1}^{N} v_{i,k}^2 = C_M \sum_{i=1}^{N} \|\mathbf{V}_i\|_F^2 = C_M \|V\|_{2,F}^2 \tag{18}
\]
holds. If we now define the operator \(T_i : \mathbb{S}_d^N \rightarrow \mathbb{S}_d\) depending on \(V = (\mathbf{V}_i)_{i=1}^{N}\) by
\[
T_i[V] = \sum_{j=1}^{N} a_{ij} \mathbf{V}_j + \sum_{j=1}^{N} d_{ij}(\mathcal{I} - \mathcal{A}_{ij})[\mathbf{V}_i - \mathbf{V}_j] - \mathbf{G}_i \quad \text{for all } 1 \leq i \leq N,
\]
then using (17), (18), and the Cauchy-Schwarz and Young’s inequalities, we obtain (cf. [5])
\[
((T_i)_{i=1}^{N}[\hat{V}], \hat{V})_{2,F} = \sum_{i,j=1}^{N} a_{ij}(\mathbf{V}_i, \mathbf{V}_j)_F + \sum_{i,j=1}^{N} d_{ij}(\mathcal{I} - \mathcal{A}_{ij})[\mathbf{V}_i - \mathbf{V}_j])_F - \sum_{i=1}^{N} (\mathbf{G}_i, \mathbf{V}_i)_F \\
\geq C_M \|V\|_{2,F}^2 - C_0 - C_1 \|V\|_{2,F} \geq \frac{C_M}{2} \|V\|_{2,F}^2 - C_2,
\]
where the constants \(C_0, C_1, C_2 > 0\) do not depend on the solution and we have
\[
((T_i)_{i=1}^{N}[\hat{V}], \hat{V})_{2,F} > 0 \quad \text{for all } \hat{V} \in \mathbb{S}_d^N \text{ s.t. } \|\hat{V}\|_{2,F}^2 = \frac{3C_2}{C_M}. \tag{19}
\]
Thus, according to the following Lemma, there exists a solution \(V \in \mathbb{S}_d^N\) such that (14) is satisfied if \(\mathcal{A}_{ij}[\mathbf{V}_i - \mathbf{V}_j]\) is a continuous function of \(\mathbf{V}_1, \ldots, \mathbf{V}_N\) for all \(1 \leq i \leq N\).

**Lemma** ([30], p. 164, Lemma 1.4). Let \(X\) be a finite-dimensional Hilbert space with inner product \(\langle \cdot, \cdot \rangle_X\) and norm \(\| \cdot \|_X\). Let \(T : X \rightarrow X\) be a continuous mapping and \(K > 0\) a real number such that
\[
(Tx, x)_X > 0 \quad \text{for all } x \in X \text{ with } \|x\|_X = K. \tag{20}
\]
Then there exists \(x \in X\) such that \(\|x\|_X \leq K\) and \(Tx = 0\).

Due to the nonlinearity of the considered system (14), the solution is not necessarily unique. However, Barrenechea et al. [9] have shown the uniqueness in the special case of a scalar steady-state convection-diffusion-reaction equation with a solenoidal velocity field. In general, only the linearized problem, where \(\mathcal{A}_{ij}\) is explicitly given and independent of the solution \(V\), possesses a unique solution.

Before focusing on a specific definition of the limiting operator and showing its continuity, let us consider a more general form:
If the application of \( A_{ij} \) can be expressed by (cf. [2])

\[
A_{ij}[U_i - U_j] = \alpha_{ij}(U_i - U_j), \quad 0 \leq \alpha_{ij} := \frac{A_{ij}}{\|U_i - U_j\|_F + B_{ij}} \leq 1 \quad \text{for all } U \in S^N_d \quad \text{if } a_{ij} > 0, a_{ji} \leq 0, \quad (21)
\]

where \( A_{ij} \) and \( B_{ij} \) are nonnegative and (Lipschitz) continuous functions depending on \( U \) (similarly in other cases), then the application of the limiter is (Lipschitz) continuous, too.

To show the continuity of \( A_{ij}[U_i - U_j] \) in \( U \in S^N_d \) chosen arbitrarily, we only have to take a look at \( \tilde{U} \) with \( \tilde{U}_i = \tilde{U}_j \), otherwise the denominator is not vanishing and both parts of the fraction are continuous. If \( \tilde{U}_i = \tilde{U}_j \), we obtain

\[
\|A_{ij}(\tilde{U}_i - \tilde{U}_j) - A_{ij}(U_i - U_j)\|_F = \|A_{ij}(U_i - U_j)\|_F \leq \sqrt{2}\|U - \tilde{U}\|_{2,F} \quad \text{for all } U \in S^N_d
\]

because \( |\alpha_{ij}| \leq 1 \).

Let us now show the Lipschitz continuity of \( A_{ij}(U_i - U_j) \). The cases in which \( \tilde{U}_i = \tilde{U}_j \) or \( U_i = U_j \) can be treated in the same way as before. Therefore, without loss of generality we can assume that the denominators are nonvanishing. For the sake of simplicity, we use the following abbreviations

\[
A_{ij} := A_{ij}(U), \quad B_{ij} := B_{ij}(U), \quad \alpha_{ij} := \alpha_{ij}(U), \quad W_{ij} := U_i - U_j,
\]

\[
\bar{A}_{ij} := \bar{A}_{ij}(\bar{U}), \quad \bar{B}_{ij} := \bar{B}_{ij}(\bar{U}), \quad \bar{\alpha}_{ij} := \bar{\alpha}_{ij}(\bar{U}), \quad \bar{W}_{ij} := \bar{U}_i - \bar{U}_j.
\]

Then, we have

\[
\alpha_{ij} - \bar{\alpha}_{ij} = \frac{A_{ij} - \bar{A}_{ij}}{\|W_{ij}\|_F + B_{ij}} + \frac{\bar{A}_{ij}}{\|W_{ij}\|_F + B_{ij}} - \frac{\bar{A}_{ij}}{\|W_{ij}\|_F + B_{ij}}
\]

\[
= \frac{A_{ij} - \bar{A}_{ij}}{\|W_{ij}\|_F + B_{ij}} + \frac{\bar{A}_{ij}}{\|W_{ij}\|_F + B_{ij}}\left(\|W_{ij}\|_F + B_{ij}\right) - \left(\|W_{ij}\|_F + B_{ij}\right)
\]

\[
= \frac{(A_{ij} - \bar{A}_{ij}) + \bar{\alpha}_{ij}\|W_{ij}\|_F + B_{ij}}{\|W_{ij}\|_F + B_{ij}} - \bar{\alpha}_{ij}\|W_{ij}\|_F + B_{ij})
\]

and, hence, for \( a_{ij} > 0 \), \( U_i \neq U_j \), and \( \tilde{U}_i \neq \tilde{U}_j \)

\[
\|A_{ij}(U_i - U_j) - A_{ij}(\bar{U}_i - \bar{U}_j)\|_F \leq \|\alpha_{ij}W_{ij} - \bar{\alpha}_{ij}\bar{W}_{ij}\|_F \leq \|\alpha_{ij}W_{ij} - \bar{\alpha}_{ij}\|_F + \|\alpha_{ij} - \bar{\alpha}_{ij}\|_F + \|\bar{W}_{ij} - \bar{\alpha}_{ij}\| \leq 2\|U_i - \bar{U}_i\|_F + 2\|\bar{U}_i - \tilde{U}_j\|_F + |B_{ij} - \bar{B}_{ij}| + |A_{ij} - \bar{A}_{ij}|
\]

due to the nonnegativity of \( B_{ij} \) and the reverse triangle inequality

\[
\|A\|_F - \|B\|_F \leq \|A - B\|_F \quad \text{for all } A, B \in S^N_d.
\]

Therefore, \( A_{ij}[U_i - U_j] \) is (Lipschitz) continuous if \( A_{ij} \) and \( B_{ij} \) are (Lipschitz) continuous.

3.1. Example of a scalar eigenvalue range limiter

A scalar eigenvalue range limiter that admits representation [21] uses the correction factor

\[
\alpha_{ij} := \begin{cases} 1 & : a_{ij} \leq 0, \\ \min \left\{ 1, \frac{q(u_{ij}^{\max} - u_{ij})}{\|U_i - U_j\|_F + \epsilon}, \frac{q(u_{ij}^{\min} - u_{ij})}{\|U_i - U_j\|_F + \epsilon} \right\} & : a_{ij} > 0, \end{cases}
\]
where \( u^{\text{min}}_i \) and \( u^{\text{max}}_i \) are local bounds for the eigenvalues \( u_{i,k} \) of the tensor \( U_i \) such that
\[
\begin{align*}
    u^{\text{min}}_i &\leq u_{i,1} \leq \ldots \leq u_{i,d} \leq u^{\text{max}}_i
\end{align*}
\]  
and \( q > 0 \) is a positive adjustable constant (see below). For example, \( u^{\text{min}}_i \) and \( u^{\text{max}}_i \) can be defined as the local extrema in terms of the eigenvalues of the neighboring degrees of freedom, i.e.,
\[
    u^{\text{min}}_i := \min_{j,a_i \neq 0} u_{j,1}, \quad u^{\text{max}}_i := \max_{j,a_i \neq 0} u_{j,d}.
\]

In what follows, this allows us to prove local maximum principles for the limiter. By increasing \( q \), the solution becomes less diffusive, but the Lipschitz constant increases and the nonlinear system becomes increasingly ill-conditioned. Due to \( (26) \), the functions \( A_{ij}, B_{ij} : \mathbb{S}_d^+ \to \mathbb{R}^+ \), are given by
\[
    A_{ij}(U) := \min(\|U_i - U_j\|_F + \varepsilon, A_{ij}^{\text{max}}(U), A_{ij}^{\text{min}}(U)), \quad B_{ij}(U) := \varepsilon \geq 0,
\]
\[
    A_{ij}^{\text{max}}(U) := q(u^{\text{max}}_{i,d} - u_{i,d}) \geq 0, \quad A_{ij}^{\text{min}}(U) := q(u_{i,1} - u^{\text{min}}_i) \geq 0.
\]

The Lipschitz continuity of \( B_{ij} \) can be shown trivially. Next, let us prove the Lipschitz continuity of \( A_{ij}^{\text{max}} \). First, for an arbitrary finite index set \( J \), we have
\[
    \max_{j \in J} v_j - \max_{j \in J} \bar{v}_j = \max_{j \in J} (v_j - \max_{i \in J} \bar{v}_j) \leq \max_{j \in J} (v_j - \bar{v}_j) \leq \max_{j \in J} |v_j - \bar{v}_j|
\]
\[
\implies \max_{j \in J} v_j - \max_{j \in J} \bar{v}_j \leq \max_{j \in J} |v_j - \bar{v}_j| \quad \text{for all } v_j, \bar{v}_j \in \mathbb{R}. \tag{28}
\]

Then, due to the Wielandt-Hoffman theorem \( 31 \) p. 104]
\[
|v_k - \bar{v}_k|^2 \leq \sum_{\ell=1}^d |v_\ell - \bar{v}_\ell|^2 \leq \|\mathbf{V} - \bar{\mathbf{V}}\|_F^2 \quad \text{for all } \mathbf{V}, \bar{\mathbf{V}} \in \mathbb{S}_d \text{ and } 1 \leq k \leq d, \tag{29}
\]
the Lipschitz continuity of \( A_{ij}^{\text{max}} \) follows from
\[
    |A_{ij}^{\text{max}}(U) - A_{ij}^{\text{max}}(\bar{U})| = q \left( \max_{l,a_i \neq 0} u_{l,d} - u_{l,d} \right) - \left( \max_{l,a_i \neq 0} \bar{u}_{l,d} - \bar{u}_{l,d} \right)
\]
\[
= q \left( \max_{l,a_i \neq 0} u_{l,d} - u_{l,d} \right) - \left( \max_{l,a_i \neq 0} \bar{u}_{l,d} - \bar{u}_{l,d} \right)
\]
\[
\leq q \left( \max_{l,a_i \neq 0} |u_{l,d} - \bar{u}_{l,d}| \right) \leq q \left( \max_{l,a_i \neq 0} \|U_i - \bar{U}_i\|_F \right) \leq \sqrt{2q} \|U - \bar{U}\|_2,F.
\]

For the proof of the Lipschitz continuity of \( A_{ij}^{\text{min}} \), consider \( U'_i := -U_i \) and \( \bar{U}'_i := -\bar{U}_i \), \( 1 \leq i \leq N \), and make use of the Lipschitz continuity of \( A_{ij}^{\text{max}} \). Thus, the proposed limiter \( (26) \) is Lipschitz continuous, too, because the minimum of two Lipschitz continuous functions is Lipschitz continuous due to \( (26) \), and it follows that the AFC system \( (14) \) possesses a solution.

A desirable property of an AFC limiter is linearity preservation, which means that the method is consistent with (locally) linear functions: If the solution of the high order method is a linear function, then the limiter should produce \( \alpha_{ij} = 1 \), which is equivalent to
\[
q(u^{\text{max}}_{i,d} - u_{i,d}) \geq \|U_i - U_j\|_F + \varepsilon, \quad \text{and} \quad q(u_{i,1} - u^{\text{min}}_i) \geq \|U_i - U_j\|_F + \varepsilon.
\]
This will be the case if
\[ u_i^{\text{min}} + \frac{1}{q}(\|U_i - U_j\|_F + \varepsilon) =: a_i^{\text{min}} \leq u_{i,1}, \quad u_{i,d} \leq a_i^{\text{max}} := u_i^{\text{max}} - \frac{1}{q}(\|U_i - U_j\|_F + \varepsilon). \]

As long as \( u_i^{\text{min}} < u_{i,1} \) and \( u_{i,d} < u_i^{\text{max}} \), the limiter is linearity preserving for sufficiently large values of the coefficient \( q \) (see Fig. 1a). In the limit \( q \to \infty \) the method preserves all linear functions that do not have constant minimal or maximal eigenvalues. Constant functions are preserved, because
\[ A_{ij}[U_i - U_j] = A_{ij}[O] = 0 = U_i - U_j. \]

In [7, Theorem 6.1], the authors establish a lower bound for \( q \) only depending on the triangulation such that their scalar AFC method is linearity preserving. However, this approach does not seem to be suitable for enforcing linearity preservation in tensorial extensions intended to prove the LED property for the range of eigenvalues. For example, consider the two-dimensional tensors
\[
U_{i-1} = \begin{pmatrix} 1 & 0 \\ 0 & -1 + \delta \end{pmatrix}, \quad U_i = \begin{pmatrix} 1 & 0 \\ 0 & \delta \end{pmatrix}, \quad U_{i+1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 + \delta \end{pmatrix},
\]
where \( 0 \leq \delta \ll 1 \) is a small nonnegative perturbation. They correspond to a linear tensor function \( U : \mathbb{R} \to S_2 \), if the corresponding consecutive nodes are arranged equidistantly. Then, we have
\[ \alpha_{i+1,i} \overset{!}{=} 1 \iff \frac{q(u_{i,d}^{\text{max}} - u_{i,1})}{\|U_i - U_{i+1}\|_F + \varepsilon} = q\delta(1 + \varepsilon)^{-1} \overset{!}{=} 1 \]
and \( q \) would have to depend nonlinearly on the perturbation \( \delta \). Especially in the case \( \delta = 0 \), there exists no \( q > 0 \) such that \( \alpha_{ij} = 1 \) due to \( u_{i,d}^{\text{max}} = u_{i,d} \) even though \( U \) is not constant. In the numerical examples, this issue will be discussed again.

In definition (26), the correction factors \( a_{ij} \) depend piecewise linearly on the eigenvalues \( u_{i,1} \) and \( u_{i,d} \). This leads to an abrupt derivative change in the transition between the linearity preserving region, where \( \alpha_{ij} = 1 \), and the region, where \( \alpha_{ij} < 1 \) (see Fig. 1b). To avoid this, a more general scalar limiter can be constructed, which smooths this blending by introducing a new parameter \( p \in \mathbb{N} \). In this version, the correction factor is defined by
\[ a_{ij} := \begin{cases} 1 & : a_{ij} \leq 0, \\
1 - \left(1 - \min\left\{1, \frac{q(u_{i,d}^{\text{max}} - u_{i,1})}{\|U_i - U_j\|_F + \varepsilon}, \frac{q(u_{i,1} - u_{i,d}^{\text{min}})}{\|U_i - U_j\|_F + \varepsilon}\right\}\right)^p & : a_{ij} > 0
\end{cases} \tag{30}
\]
and coincides with the definition in (26) if \( p = 1 \). This results in a less diffusive limiter (due to larger correction factors; see Fig. 1b) and a greater Lipschitz constant. For the proof of Lipschitz continuity, we refer to Sec. 5, where a more general approach is considered and the limiter (30) can be treated similarly.

In what follows, we prove the local extremum diminishing (LED) property of the proposed limiters (26) and (30). For this purpose, we assume that the system matrix \( A = (a_{ij})_{i,j=1}^N \) satisfies conditions (15) and
\[ \sum_{j=1}^N a_{ij} \geq 0, \quad a_{ii} > 0 \quad \text{for all } 1 \leq i \leq N, \tag{31} \]
while the artificial diffusion is defined as in (11). If \( A \) is positive definite, which is a requirement for the existence of an AFC solution, the condition \( a_{ii} > 0 \) is fulfilled automatically. The below proof of the maximum principle remains valid under the weaker assumption that
\[ a_{ii} + \sum_{j \neq i, a_{ii} > 0} d_{ij} > 0 \text{ if } u_{i,1} \text{ or } u_{i,d} \text{ is a local extremum}. \tag{32} \]
This condition is automatically satisfied if \( a_{ii} \geq 0 \) and there exists a \( j \) such that \( a_{ij} > 0 \).

As already discussed, the condition \( \min(a_{ij}, a_{ji}) \leq 0 \) allows the definition of the limiter in an upwind based manner and can be used instead of the requirement \( a_{ij} + a_{ji} \leq 0 \) in [5]. If this is satisfied, either \( a_{ij} \leq 0 \) or \( a_{ji} \leq 0 \) for each edge \( ij \) and there is at most one troubled node (node \( j \) or \( i \), respectively), where maximum principles could be violated by the antidiffusive flux corresponding to the edge \( ij \).

To prove this, first of all, let us transform the AFC system (14) by exploiting definition (16) and separating \( U_i \)

\[
\left( a_{ii} + \sum_{j \neq i, a_{ij} > 0} d_{ij}(1 - \alpha_{ij}) + \sum_{j \neq i, a_{ij} \leq 0} d_{ij}(1 - \alpha_{ji}) \right) U_i \\
+ \sum_{j \neq i, a_{ij} > 0} (a_{ij} - d_{ij}(1 - \alpha_{ij})) U_j + \sum_{j \neq i, a_{ij} \leq 0} (a_{ij} - d_{ij}(1 - \alpha_{ji})) U_j = G_i.
\]

Here, we do not need to treat the special case \( a_{ij}, a_{ji} \leq 0 \) separately, because \( \alpha_{ji} = 1 \) if \( a_{ji} \leq 0 \) by definition. Now, if \( u_{i,d} \) is a local maximum of maximal eigenvalues, i.e.,

\[
u_{i,d} = u_{i,d}^{\text{max}} := \max_{j, a_{ij} \neq 0} u_{j,d} \quad \geq \quad \tilde{u}_{i,d}^{\text{max}} := \max_{j \neq i, a_{ij} \neq 0} u_{j,d},\]

FIGURE 1. Influence of parameters on correction factors for the maximal eigenvalue.
and $\mathbf{G}_i \preceq 0$, then we have $\alpha_{ij} = 0$ for all $1 \leq j \leq N$ due to the definition of the correction factors and

$$
\left( a_{ii} + \sum_{j \neq i, a_{ij} > 0} d_{ij} + \sum_{j \neq i, a_{ij} \leq 0} d_{ij}(1 - \alpha_{ji}) \right) \mathbf{U}_i
\preceq - \sum_{j \neq i, a_{ij} > 0} (a_{ij} - d_{ij}) \mathbf{U}_j - \sum_{j \neq i, a_{ij} \leq 0} (a_{ij} - d_{ij}(1 - \alpha_{ji})) \mathbf{U}_j
= \sum_{j \neq i, a_{ij} > 0} (a_{ij} - d_{ij}) (\tilde{u}_i^{\text{max}} \mathbf{I} - \mathbf{U}_j) + \sum_{j \neq i, a_{ij} \leq 0} (a_{ij} - d_{ij}(1 - \alpha_{ji})) (\tilde{u}_i^{\text{max}} \mathbf{I} - \mathbf{U}_j)
\preceq - \sum_{j \neq i} a_{ij} \tilde{u}_i^{\text{max}} + \sum_{j \neq i, a_{ij} > 0} d_{ij} \tilde{u}_i^{\text{max}} + \sum_{j \neq i, a_{ij} \leq 0} d_{ij}(1 - \alpha_{ji}) \tilde{u}_i^{\text{max}}
\preceq \left( a_{ii} + \sum_{j \neq i, a_{ij} > 0} d_{ij} + \sum_{j \neq i, a_{ij} \leq 0} d_{ij}(1 - \alpha_{ji}) \right) \max(0, \tilde{u}_i^{\text{max}}) \mathbf{I},
$$

where we used $\sum_j a_{ij} \geq 0$ in the last inequality. Therefore,

$$
\mathbf{G}_i \preceq 0 \implies u_{i,d} \leq \max(0, \max_{j \neq i, a_{ij} \neq 0} u_{j,d}) \quad \text{for all } 1 \leq i \leq N \quad (34a)
$$

and the maximal eigenvalue $u_{i,d}$ is bounded above by the neighboring maximal eigenvalues or zero. Here, the upwind based design of the limiter is exploited, because $a_{ij} - d_{ij}(1 - \alpha_{ji}) \leq 0$ for any $0 \leq \alpha_{ji} \leq 1$ if $a_{ij} \leq 0$. Similarly to (33), the minimal eigenvalue $u_{i,1}$ is bounded below as follows

$$
\mathbf{G}_i \succeq 0 \implies u_{i,1} \geq \min(0, \min_{j \neq i, a_{ij} \neq 0} u_{j,1}) \quad \text{for all } 1 \leq i \leq N. \quad (34b)
$$

In the case $\sum_j a_{ij} = 0$, the last inequality in (33) becomes an identity and we can prove that

$$
\sum_j a_{ij} = 0 \quad \text{and} \quad \mathbf{G}_i \preceq 0 \implies u_{i,d} \leq \max_{j \neq i, a_{ij} \neq 0} u_{j,d} \quad \text{for all } 1 \leq i \leq N, \quad (34c)
$$

$$
\sum_j a_{ij} = 0 \quad \text{and} \quad \mathbf{G}_i \succeq 0 \implies u_{i,1} \geq \min_{j \neq i, a_{ij} \neq 0} u_{j,1} \quad \text{for all } 1 \leq i \leq N. \quad (34d)
$$

These maximum principles guarantee not only preservation of definiteness but also eigenvalue range preservation.

### 4. Two-Node Scalar Limiting

For the proposed limiter to be eigenvalue range preserving, each edge must possess at least one harmless node, such that the antidiffusive flux does not have to be scaled to satisfy maximum principles at this node. This requirement restricts the set of admissible system matrices and excludes certain discretizations of a boundary value problem (see below).

To avoid this disadvantage, we introduce a two-node version of the scalar limiter, in which the antidiffusive flux is scaled so that both nodes are allowed to be troubled and maximum principles are still satisfied. If the assumption [15] is waived, the limiting operator can be defined by

$$
\mathcal{A}_{ij}[\mathbf{U}_i - \mathbf{U}_j] := \min(\alpha_{ij}, \alpha_{ji})(\mathbf{U}_i - \mathbf{U}_j),
$$

(35)
where \(0 \leq \alpha_{ij} \leq 1\) guarantees the satisfaction of maximum principles at node \(i\) while \(0 \leq \alpha_{ji} \leq 1\) is responsible for preventing local overshoots and undershoots at node \(j\).

If \(\alpha_{ij}\) and \(\alpha_{ji}\) can be expressed as before in the form
\[
0 \leq \alpha_{ij} := \frac{A_{ij}}{\|U_i - U_j\|_F + B_{ij}} \leq 1 \quad \text{and} \quad 0 \leq \alpha_{ji} := \frac{A_{ji}}{\|U_i - U_j\|_F + B_{ji}} \leq 1,
\]
(36)

where \(A_{ij}, A_{ji}, B_{ij}, B_{ji} : S_d^N \to \mathbb{R}^+_0\) are nonnegative and Lipschitz continuous functions, then the synchronized version is also Lipschitz continuous due to \(34\), \(23\), and \(25\).

\[
\|A_{ij}(U)[U_i - U_j] - A_{ij}(\bar{U})[U_i - U_j]\|_F
\]
\[
= \|\min(\alpha_{ij}, \alpha_{ji})W_{ij} - \min(\bar{\alpha}_{ij}, \bar{\alpha}_{ji})\bar{W}_{ij}\|_F
\]
\[
\leq \|\min(\alpha_{ij}, \alpha_{ji}) - \min(\bar{\alpha}_{ij}, \bar{\alpha}_{ji})\|W_{ij}\|_F + \|\bar{W}_{ij}\|_F
\]
\[
\leq ((\alpha_{ij} - \bar{\alpha}_{ij}) + |\alpha_{ij} - \bar{\alpha}_{ji}|)\|W_{ij}\|_F + \|\bar{W}_{ij}\|_F
\]
\[
\leq 3\|W_{ij} - \bar{W}_{ij}\|_F + |A_{ij} - \bar{A}_{ij}| + |A_{ji} - \bar{A}_{ji}| + |B_{ij} - \bar{B}_{ij}| + |B_{ji} - \bar{B}_{ji}|
\]

and there exists a solution of the AFC system \(14\). The correction factors \(\alpha_{ij}\) defined as before, e.g., by \(26\) or \(30\), are admissible and guarantee local maximum principles without distinguishing between good and bad edge contributions (the proof is very similar to \(33\)). Therefore, each contribution can be potentially troubled and \(35\) does not impose as many restrictions on the system matrix \(A\) as the one-node limiter \(16\).

If the system matrix possesses the property \(\min(\alpha_{ij}, \alpha_{ji}) \leq 0\) for all \(i \neq j\), then the new limiter \(35\) coincides with \(16\), because the definition of the correction factor \(\alpha_{ij}\) already takes the sign of \(a_{ij}\) into consideration.

5. One-node tensorial limiting

In Sec. \(3\) (and Sec. \(4\)), we focused on a simple scalar limiting approach, whereby each tensor entry of the antidiffusive flux is scaled by the same correction factor. Thus, all eigenvalues of the tensor quantity are coupled with each other and the resulting solution seems to be unnecessarily diffusive. In what follows, we replace the scalar limiting coefficient by a tensorial correction factor, which is able to treat each eigenvalue at the troubled node in a segregated manner. Limiting strategies of this kind produce less diffusive results, but give rise to increasing computational costs and tend to degrade the convergence behavior of iterative solvers.

Assuming \(15\) is valid, we define the one-node tensor limiting operator \(A_{ij}\) as follows:
\[
A_{ij}[U_i - U_j] := \begin{cases} 
\frac{1}{2}((U_i - U_j)S_{ij} + S_{ij}(U_i - U_j)) & : a_{ij} > 0, a_{ji} \leq 0, \\
\frac{1}{2}((U_i - U_j)S_{ji} + S_{ji}(U_i - U_j)) & : a_{ij} \leq 0, a_{ji} > 0, \\
U_i - U_j & : a_{ij} \leq 0, a_{ji} \leq 0,
\end{cases}
\]
(37)

where \(S_{ij} := Q_i\bar{S}_{ij}Q_j^T\) is the tensorial correction factor, \(Q_i\) is the orthogonal tensor of the spectral decomposition \(U_i = Q_i\bar{U}_iQ_i^T\), and the diagonal tensor \(\bar{S}_{ij}\) contains the correction factors \(\bar{s}_{ij,k} := \alpha_{ij,k}\) with \(0 \leq \alpha_{ij,k} \leq 1\) defined below. As in the scalar case, node \(i\) is the troubled node of the edge \(ij\) if \(a_{ij} > 0\) and \(a_{ij,k}\) are defined so that maximum principles are preserved at node \(i\).

By definition \(37\), we have due to the Cauchy-Schwarz inequality and \(2\)
\[
(V, (I - A_{ij})[V])_F = (V, V)_F - \frac{1}{2}(V, VS_{ij} + S_{ij}V)_F = \|V\|^2_F - (V, S_{ij}V)_F
\]
\[
\geq \|V\|^2_F - \|V\|^2_F\|S_{ij}\|_F \geq \|V\|^2_F - \|S_{ij}\|_F \|V\|^2_F \geq 0 \quad \text{if} \quad a_{ij} > 0, a_{ji} \leq 0,
\]
(38)
because the trace is invariant under cyclic permutations and \( \|S_{ij}\|_2^2 = \max_k s_{ij,k}^2 \leq 1 \) holds. Further on, we can show that
\[
\|A_{ij}[V]\|_F \leq \|S_{ij}V\|_F^2 \leq \|S_{ij}\|_2^2 \|V\|_F^2 \leq \|V\|_F^2 \quad \text{if } a_{ij} > 0, a_{ji} \leq 0.
\] (39)
In the case \( a_{ij} \leq 0, a_{ji} > 0 \), the estimates are the same except that \( S_{ij} \) has to be replaced by \( S_{ji} \).

To show the Lipschitz continuity of the new limiting operator, we start with the general form
\[
0 \leq S_{ij} := \frac{A_{ij}}{\|U_i - U_j\|_F + B_{ij}} \leq I,
\]
where \( A_{ij} : S^N_d \to S_{d,+} \) and \( B_{ij} : S^N_d \to \mathbb{R}_{0}^+ \) are Lipschitz continuous functions depending on the solution \( U \). In contrast to the scalar approach (21), the numerator is now a positive semidefinite tensor quantity. Let \( \bar{U} \in S^N_d \) be arbitrary. In the special case \( U_i = U_j \), continuity follows directly from (39)
\[
\|A_{ij}(\bar{U})[U_i - \bar{U}_j] - A_{ij}(U)[U_i - U_j]\|_F = \|A_{ij}(U)[U_i - U_j]\|_F 
\leq \|U_i - U_j\|_F = \|(U_i - U_j) - (\bar{U}_i - \bar{U}_j)\|_F \leq \sqrt{2}\|U - \bar{U}\|_{2,F} \quad \text{for all } U \in S^N_d.
\]
Let us now consider the case \( U_i \neq U_j, \bar{U}_i \neq \bar{U}_j \). Using the same notation as in the scalar case (see (22), the tensorial extension of (23) (replace \( a_{ij} \) and \( A_{ij} \) by \( S_{ij} \) and \( A_{ij} \), respectively), and (2), we obtain
\[
\begin{align*}
\|A_{ij}(U)[U_i - U_j] - A_{ij}(\bar{U})[U_i - \bar{U}_j]\|_F &= \frac{1}{2}\left( |(W_{ij}S_{ij} + S_{ij}W_{ij})|_F + |(S_{ij} - S_{ij})W_{ij}|_F + \frac{1}{2}|(W_{ij} - W_{ij})S_{ij}|_F + \frac{1}{2}|S_{ij}(W_{ij} - W_{ij})|_F \right) \\
&\leq \|S_{ij} - \bar{S}_{ij}\|_2|W_{ij}|_F + \|S_{ij}\|_2|W_{ij} - W_{ij}|_F \\
&\leq \|A_{ij} - \bar{A}_{ij}\|_2 + \|S_{ij}\|_2|B_{ij} - \bar{B}_{ij}| + 2|S_{ij}|_2|W_{ij} - W_{ij}|_F \\
&\leq 2|W_{ij} - W_{ij}|_F + \|A_{ij} - \bar{A}_{ij}\|_2 + |B_{ij} - \bar{B}_{ij}|
\end{align*}
\] (40)
and \( A_{ij}[U_i - U_j] \) is Lipschitz continuous if \( A_{ij} \) and \( B_{ij} \) are Lipschitz continuous.

5.1. Example of a tensorial eigenvalue range limiter

Similarly to the scalar one-node eigenvalue range limiter, the correction factors \( \alpha_{ij,k} \) can be defined by
\[
\alpha_{ij,k} := \begin{cases} 
1 & : a_{ij} \leq 0, \\
1 - \left( 1 - \min \left\{ 1, q\left( \frac{u_i^{\max} - u_i^{\min}}{\|U_i - U_j\|_{p+\varepsilon}} \right) \right\}^p \right) & : a_{ij} > 0
\end{cases}
\] (41)
for all \( 1 \leq k \leq d \), where \( q > 0 \) and \( p \in \mathbb{N} \) are adjustable parameters of the limiter. As in the scalar case, increasing \( q \) or \( p \) results in a less diffusive limiter with a larger Lipschitz constant. Additionally, the limiter should be less restrictive than its scalar counterpart due to the estimates
\[
u_{i,k}^{\max} - u_{i,k} \geq u_i^{\max} - u_i,d, \quad u_{i,k} - u_{i,k}^{\min} \geq u_{i,1} - u_i^{\min}
\]
for all \( 1 \leq k \leq d \).

If \( a_{ij} > 0 \), the correction factor \( 0 \leq \alpha_{ij,k} \leq 1 \) defined by (41) can be written conveniently as
\[
\alpha_{ij,k} = \frac{a_{ij,k}}{\|U_i - U_j\|_F + \varepsilon}, \quad \alpha_{ij,k} := \frac{\left( \|U_i - U_j\|_F + \varepsilon \right)^p - \epsilon_{ij,k}^p}{\left( \|U_i - U_j\|_F + \varepsilon \right)^{p-1}},
\]
(42)
\[
\epsilon_{ij,k} := \max \left( 0, \|U_i - U_j\|_F + \varepsilon - q \min \left( u_i^{\max} - u_{i,k}, u_{i,k} - u_i^{\min} \right) \right),
\]
where \( \epsilon_{ij,k} \) is an adjustable parameter of the limiter.
where $0 \leq c_{ij,k} \leq \|U_i - U_j\|_F + \varepsilon$. Hence, the tensor $0 \preceq S_{ij} \preceq I$, which scales the antidiffusive flux, is given by

$$S_{ij} := \frac{A_{ij}}{\|U_i - U_j\|_F + B_{ij}}, \quad A_{ij} := \frac{(\|U_i - U_j\|_F + B_{ij})^p I - C_{ij}^p}{(\|U_i - U_j\|_F + B_{ij})^{p-1}}, \quad B_{ij} := \varepsilon,$$

$$C_{ij} := Q_i \bar{C}_{ij} Q_j^T = \max(0, (\|U_i - U_j\|_F + B_{ij})I - q \min(u_i^{\max}\I - U_i, U_i - u_i^{\min}\I)),$$

where we used the definitions for max(·, ·) and min(·, ·) of tensors, e.g.,

$$q_{i,k} \min(u_i^{\max}\I - U_i, U_i - u_i^{\min}\I)q_{i,k}^T = \frac{1}{2} (u_i^{\max} - u_{i,k}) + (u_{i,k} - u_i^{\min}) - (u_i^{\max} - u_i^{\min})^2,$$

$$= \min(u_i^{\max} - u_{i,k}, u_{i,k} - u_i^{\min}).$$

If $a_{ij} \leq 0$, we have

$$a_{ij,k} := \|U_i - U_j\|_F + \varepsilon \quad \text{for all} \quad 1 \leq k \leq d \quad \implies \quad C_{ij} := 0, \quad S_{ij} := I.$$

Note that the definitions of $a_{ij,k}, a_{ij,k}$, and $c_{ij,k}$ in (22) do not follow the convention that eigenvalues are sorted, because they define auxiliary quantities corresponding to an eigenvalue $u_{i,k}$, which is responsible for the order of the eigenvectors $q_k$.

While the Lipschitz continuity of $B_{ij} = \varepsilon$ is trivial, we need to show the Lipschitz continuity of $A_{ij}$. First of all, using the telescope sum, $D_{ij} := C_{ij}((U_i - U_j)_F + B_{ij})^{-1}$, and $D_{ij} := C_{ij}((U_i - U_j)_F + B_{ij})^{-1}$, we obtain

$$A_{ij} - \bar{A}_{ij} = (\|U_i - U_j\|_F + B_{ij} - \|\bar{U}_i - \bar{U}_j\|_F - \bar{B}_{ij})I$$

$$= \frac{D_{ij}}{\|U_i - U_j\|_F + B_{ij}} - \sum_{l=0}^{p-1} \frac{D_{ij}^l}{\|U_i - U_j\|_F + B_{ij}} = \frac{\bar{D}_{ij}}{\|U_i - U_j\|_F + B_{ij}} - \sum_{l=0}^{p-1} \frac{\bar{D}_{ij}^l}{\|U_i - U_j\|_F + B_{ij}}$$

$$= \sum_{l=0}^{p-1} D_{ij}^l (C_{ij} - \bar{C}_{ij})D_{ij}^{p-1-l} + \sum_{l=0}^{p-1} \bar{D}_{ij}^l \bar{D}_{ij}^{p-1-l} (\|U_i - U_j\|_F + B_{ij} - \|\bar{U}_i - \bar{U}_j\|_F - \bar{B}_{ij}).$$

According to (3), this yields the following estimate for the Frobenius norm

$$\|A_{ij} - \bar{A}_{ij}\|_F \leq \left( \|U_i - U_j\|_F + \|\bar{U}_i - \bar{U}_j\|_F + B_{ij} - \bar{B}_{ij}\right) \|I\|_F + \|C_{ij} - \bar{C}_{ij}\|_F \left( \sum_{l=0}^{p-1} \|D_{ij}\|_2^2 \|D_{ij}\|_2^{p-1-l} \right)$$

$$+ \left( \|U_i - U_j\|_F + \|\bar{U}_i - \bar{U}_j\|_F + B_{ij} - \bar{B}_{ij}\right) \|I\|_F \left( \sum_{l=0}^{p-1} \|D_{ij}\|_2 \|\bar{D}_{ij}\|_2^{p-1-l} \right)$$

$$\leq p \sqrt{d} (\|U_i - U_j\|_F + \|\bar{U}_i - \bar{U}_j\|_F + B_{ij} - \bar{B}_{ij}) + p \|C_{ij} - \bar{C}_{ij}\|_F,$$

because $\|D_{ij}\|_2, \|\bar{D}_{ij}\|_2 \leq 1$. Therefore, $A_{ij}$ is Lipschitz continuous if additionally $C_{ij}$ is Lipschitz continuous, which is fulfilled due to (7), (25), (28), (29), and

$$\|C_{ij} - \bar{C}_{ij}\|_F = \max(0, (\|U_i - U_j\|_F + \varepsilon)I - q \min(u_i^{\max}\I - U_i, U_i - u_i^{\min}\I)).$$
In summary, the limiter defined by (41) is Lipschitz continuous, which proves the existence of a solution to the AFC problem (14). In a similar vein, the Lipschitz continuity of the generalized scalar tensor limiter (30) can be proved, where $A_{ij}$ and $G_{ij}$ are replaced by scalar quantities.

Furthermore, we can prove maximum principles as in the case of the scalar eigenvalue range limiter (26). Before doing this particularly for the proposed limiter (41), we define sufficient requirements for a linear limiting system (14) can be written as

$$
\sum_{ij} a_{ij} v I + (a_{iI} + \sum_{j \neq i} d_{ij} (I - A_{ij})) [U_i - v I] + \sum_{j \neq i} (a_{ij} I - d_{ij} (I - A_{ij})) [U_j - v I] = 0.
$$

If $u_{i,d} = u_{i}^{\max}$, then for all $j \neq i$ s.t. $a_{ij} \neq 0$ and $u_{j,d} \leq v \leq \max(0, u_{i,d})$

$$
\exists \alpha_{ij}^{\max} \leq 1 : \quad q_{i,d} a_{ij} |U_i - v| q_{i,d} \leq \alpha_{ij}^{\max} (u_{i,d} - v),
$$

(43a)

$$
a_{ij} > 0 : \quad q_{i,d} a_{ij} |U_j - v| q_{i,d} \geq 0,
$$

$$
a_{ij} \leq 0 : \quad q_{i,d} a_{ij} |U_j - v| q_{i,d} \geq q_{i,d}^{\top} U_j q_{i,d} - v =: \hat{u}_{j,d} - v,
$$

(43b)

If $u_{i,1} = u_{i}^{\min}$, then for all $j \neq i$ s.t. $a_{ij} \neq 0$ and $\min(0, u_{i,1}) \leq v \leq u_{j,1}$

$$
\exists \alpha_{ij}^{\min} \leq 1 : \quad q_{i,d} a_{ij} |U_i - v| q_{i,d} \geq \alpha_{ij}^{\min} (u_{i,1} - v),
$$

(43a)

$$
a_{ij} > 0 : \quad q_{i,d} a_{ij} |U_j - v| q_{i,d} \leq 0,
$$

$$
a_{ij} \leq 0 : \quad q_{i,d} a_{ij} |U_j - v| q_{i,d} \leq q_{i,d}^{\top} U_j q_{i,d} - v =: \hat{u}_{j,1} - v.
$$

(43b)

If these assumptions and (31) hold, the solution of the AFC system (14) satisfies

$$
\hat{g}_{i,1} \leq 0 \quad \Rightarrow \quad u_{i,1} \leq \max(0, \max_{j \neq i, a_{ij} \neq 0} u_{j,1}) \quad \text{for all } 1 \leq i \leq N,
$$

(44a)

$$
\hat{g}_{i,1} \geq 0 \quad \Rightarrow \quad u_{i,1} \geq \min(0, \min_{j \neq i, a_{ij} \neq 0} u_{j,1}) \quad \text{for all } 1 \leq i \leq N,
$$

(44b)

$$
\sum_{j} a_{ij} = 0 \quad \text{and} \quad \hat{g}_{i,1} \leq 0 \quad \Rightarrow \quad u_{i,1} \leq \max_{j \neq i, a_{ij} \neq 0} u_{j,d} \quad \text{for all } 1 \leq i \leq N,
$$

(44c)

$$
\sum_{j} a_{ij} = 0 \quad \text{and} \quad \hat{g}_{i,1} \geq 0 \quad \Rightarrow \quad u_{i,1} \geq \min_{j \neq i, a_{ij} \neq 0} u_{j,1} \quad \text{for all } 1 \leq i \leq N,
$$

(44d)

where $\hat{g}_{i,1} := q_{i,d}^{\top} G_{d} q_{i,d}$ and $\hat{g}_{i,d} := q_{i,d}^{\top} G_{d} q_{i,d}$. To prove this, first of all, we note that for any $v \in \mathbb{R}$ the AFC system (14) can be written as

$$
(\sum_{j} a_{ij} v I + (a_{iI} + \sum_{j \neq i} d_{ij} (I - A_{ij})) [U_i - v I] + \sum_{j \neq i} (a_{ij} I - d_{ij} (I - A_{ij})) [U_j - v I]) = 0.
$$

(45)
To prove (44a), let us assume that \(u_{i,d}\) is a local maximum of maximal eigenvalues, i.e.,
\[
u_{i,d} = u_{i,d}^{\max} := \max_{j,a_{ij} \neq 0} u_{j,d} \geq \hat{u}_{i,d}^{\max} := \max_{j \neq i, a_{ij} \neq 0} u_{j,d}.
\]
Otherwise, (44a) holds trivially. Then, on the one hand, according to (43a), we have
\[
\mathbf{q}_{i,d}^\top(a_{ij} \mathcal{I} - \mathcal{A}_{ij}) \mathbf{U}_j - v I] \mathbf{q}_{i,d} \geq 0
\]
for all \(1 \leq j \leq N\) and all \(u_{j,d} \leq v \leq \max(0, u_{i,d})\) because, if \(a_{ij} > 0\)
\[
\mathbf{q}_{i,d}^\top(a_{ij} \mathcal{I} - \mathcal{A}_{ij}) \mathbf{U}_j - v I] \mathbf{q}_{i,d} = (a_{ij} - d_{ij}) (\hat{u}_{j,d} - v) + d_{ij} \mathbf{q}_{i,d}^\top \mathcal{A}_{ij} \mathbf{U}_j - v I] \mathbf{q}_{i,d} \geq 0
\]
due to the min-max theorem, i.e., \(\hat{u}_{j,d} \leq u_{j,d} \leq v\), and otherwise
\[
\mathbf{q}_{i,d}^\top(a_{ij} \mathcal{I} - \mathcal{A}_{ij}) \mathbf{U}_j - v I] \mathbf{q}_{i,d} = (a_{ij} - d_{ij}) (\hat{u}_{j,d} - v) + d_{ij} \mathbf{q}_{i,d}^\top \mathcal{A}_{ij} \mathbf{U}_j - v I] \mathbf{q}_{i,d} \geq a_{ij} (\hat{u}_{j,d} - v) \geq 0.
\]
On the other hand, the first condition of (43a) leads to
\[
\mathbf{q}_{i,d}^\top(a_{ij} \mathcal{I} + \sum_{j \neq i} d_{ij} (\mathcal{I} - \mathcal{A}_{ij})) \mathbf{U}_j - v I] \mathbf{q}_{i,d} = (a_{ii} + \sum_{j \neq i} d_{ij}) (u_{i,d} - v) - \sum_{j \neq i} d_{ij} \mathbf{q}_{i,d}^\top \mathcal{A}_{ij} \mathbf{U}_j - v I] \mathbf{q}_{i,d} \\
gain \geq (a_{ii} + \sum_{j \neq i} d_{ij} (1 - \alpha_{ij}^{\max})) (u_{i,d} - v).
\]
Therefore, using \(v = \max(0, \hat{u}_{i,d}^{\max})\), multiplication of (45) from left and right by \(\mathbf{q}_{i,d}^\top\) and \(\mathbf{q}_{i,d}\) yields
\[
\hat{g}_{i,d} \geq \left(\sum_{j} a_{ij}\right) \max(0, \hat{u}_{i,d}^{\max}) + (a_{ii} + \sum_{j \neq i} d_{ij} (1 - \alpha_{ij}^{\max})) (u_{i,d} - \max(0, \hat{u}_{i,d}^{\max})).
\]
(46)
Thus, the maximal eigenvalue is bounded above by \(\max(0, \hat{u}_{i,d}^{\max})\) if \(\hat{g}_{i,d} \leq 0\). The other maximum principles of (44) can be proved similarly.

Obviously, the proofs are also valid in the case of the scalar limiting operators defined in Secs. 3 and 4. Thus, the requirements \(\mathcal{G}_i \succ 0\) and \(\mathcal{G}_i \preceq 0\) of (34) are sufficient, but not necessary, and can be replaced by \(\hat{g}_{i,d} \geq 0\) and \(\hat{g}_{i,1} \leq 0\).

Using (43), it is also possible to derive the global maximum principles
\[
\hat{g}_{i,d} \leq 0 \implies u_{i,d} \leq \max_{1 \leq j \leq N} \left\{u_{j,d} : \hat{g}_{j,d} > 0\right\}
\]
(47a)
\[
\hat{g}_{i,1} \geq 0 \implies u_{i,1} \geq \min_{1 \leq j \leq N} \left\{u_{j,1} : \hat{g}_{j,1} < 0\right\}
\]
(47b)
\[
\sum_{j} a_{ij} = 0 \text{ and } \hat{g}_{i,d} \leq 0 \implies u_{i,d} \leq \max_{1 \leq j \leq N} \left\{u_{j,d} : \hat{g}_{j,d} > 0 \text{ or } \sum_{j} d_{ij} > 0\right\}
\]
(47c)
\[
\sum_{j} a_{ij} = 0 \text{ and } \hat{g}_{i,1} \geq 0 \implies u_{i,1} \geq \min_{1 \leq j \leq N} \left\{u_{j,1} : \hat{g}_{j,1} < 0 \text{ or } \sum_{j} a_{j,l} > 0\right\}
\]
(47d)
If the set on the right-hand side is empty, there exists no meaningful maximum principle. However, corresponding estimates regarding strongly enforced (Dirichlet) boundary conditions as considered in the scalar case in [8] remain valid. The corresponding proof is very similar to the one presented below, which is inspired by [8] [15].
To prove (47a), let us focus on a fixed but arbitrary node $i$, such that $u_{i,d}$ is the global maximum of maximal eigenvalues and $\hat{g}_{i,d} \leq 0$. If there is no such node, we are done. Otherwise, we define

$$J := \{1 \leq l \leq N : \hat{u}_{l,d} = u_{i,d} \text{ and } \hat{g}_{l,d} \leq 0\}.$$  

In particular, we have $u_{i,d} = \hat{u}_{l,d}$ and $u_{i,d}$ also coincides with the global maximum for all $l \in J$ because $q^T V q \leq v_d$ for all normalized vectors $q \in \mathbb{R}^d$ and $V \in \mathbb{S}_d$. Hence, conditions (43a) are valid for all $l \in J$. Similarly to the derivation of (46), we choose $v = u_{i,d} = \hat{u}_{l,d}$ (replace max$(0, \hat{u}_{i}^\text{max})$ by $u_{i,d}$) and obtain

$$0 \geq \hat{g}_{l,d} \geq (\sum_j a_{lj}) u_{l,d} + \sum_{j \neq l, a_{lj} > 0} (a_{lj} - d_{lj}) (\hat{u}_{j,d} - u_{l,d}) + \sum_{j \neq l, a_{lj} \leq 0} a_{lj} (\hat{u}_{j,d} - u_{l,d})$$

$$= \left(\sum_j a_{lj} - \sum_{j \neq l} a_{lj} + \sum_{j \neq l, a_{lj} > 0} d_{lj}\right) u_{l,d} + \sum_{j \neq l} \hat{a}_{lj} \hat{u}_{j,d}$$

$$= (a_{ll} + \sum_{j \neq l, a_{lj} > 0} d_{lj}) u_{l,d} + \sum_{j \neq l} \hat{a}_{lj} \hat{u}_{j,d} = \hat{f}_{l,d} \quad \text{for all } l \in J,$$

where (i) $\hat{a}_{lj} \leq \min(0, a_{lj})$ if $j \neq l$ and (ii) $\sum_{j} \hat{a}_{lj} = \sum_j a_{lj} \geq 0$ for all $l \in J$. Then, similarly to [15 proof of Theorem 5.2]

$$\text{there exists } i \in J \text{ such that } \sum_{j \in J} \hat{a}_{ij} > 0$$

(48)

due to the positive definiteness of $A$, $I$, and $\|\|$.

Finally, introducing $w := \max\{\hat{a}_{j,d} : j \not\in J\}$, we find that

$$u_{i,d,} \sum_{j \in J} \hat{a}_{lj} \hat{u}_{j,d} = \hat{f}_{i,d} - \sum_{j \not\in J} \hat{a}_{lj} \hat{u}_{j,d} \leq \hat{g}_{i,d} - w \sum_{j \not\in J} \hat{a}_{ij} \leq \max(0, w) \sum_{j \in J} \hat{a}_{ij}.$$  

Hence, $u_{i,d} \leq \max(0, w)$ and (47a) holds. The other inequalities of (47) can be shown in a similar vein.

Let us now show that requirements (43b) are valid for the tensorial limiter defined by (37) and (41). If $v \geq u_{j,d}$ and $u_{i,d}$ is a local maximum (implies $\alpha_{ij,d} = 0$ due to (41)), conditions (43a) hold due to

$$q_{i,d}^T S_{ij}(U_j - v I) q_{i,d} = \alpha_{ij,d} (u_{i,d} - v) = 0,$$  

(49a)

$$q_{i,d}^T S_{ji}(U_i - v I) q_{i,d} = a_{ij,d} S_{ij} q_{i,d} (u_{i,d} - v) = \hat{a}_{ij,d} (u_{i,d} - v),$$  

(49b)

$$q_{i,d}^T S_{i}(U_j - v I) q_{i,d} = \alpha_{ij,d} q_{i,d}^T (U_j - v I) q_{i,d} = 0,$$  

(49c)

$$q_{i,d}^T S_{j}(U_j - v I) q_{i,d} = a_{ij,d} Q_j^T S_{i} Q_j (U_j - v I) Q_j^T q_{i,d} = \sum_{k=1}^d (q_{i,d}^T q_{k,k}) (u_{j,k} - v) (q_{i,d}^T q_{k,k}) (u_{j,k} - v)$$

$$\geq \sum_{k=1}^d (q_{i,d}^T q_{k,k}) (u_{j,k} - v) (q_{i,d}^T q_{k,k}) (u_{j,k} - v) = q_{i,d}^T Q_j (U_j - v I) Q_j^T q_{i,d} = \hat{u}_{j,d} - v,$$  

(49d)

where $\hat{a}_{j,d} := q_{d}^T S_{j} q_{i,d} \leq 1$ due to $S_{ji} \leq I$. Similarly, conditions (43b) can be shown and therefore the tensorial limiting operator satisfies the LED properties.
6. Two-node tensorial limiting

After considering the two-node extension of the scalar limiter, an obvious way of extending the one-node tensor limiter is to set

\[ A_{ij}(U)[U_i - U_j] := \frac{1}{2}((U_i - U_j) \min(S_{ij}, S_{ji}) + \min(S_{ij}, S_{ji})(U_i - U_j)) \]

if \(a_{ij}, a_{ji} > 0\). While the Lipschitz continuity of this limiter can be shown by exploiting the basic ideas used before, the preservation of local maximum principles is not provable.

As an alternative, we consider a two-node limiting strategy which uses the product of tensorial correction factors. Since \(U_i\) and \(S_{ij}\), as well as \(U_j\) and \(S_{ji}\), are simultaneously diagonalizable, the matrix multiplications \(U_iS_{ij}\) and \(U_jS_{ji}\) are commutative, and we can define

\[ A_{ij}(U)[U_i - U_j] = \frac{1}{2}(S_{ij}U_iS_{ji} - S_{ij}S_{ji}U_j) + \frac{1}{2}(U_iS_{ij}S_{ji} - U_jS_{ji}S_{ij}) \]

\[ = \frac{1}{2}S_{ij}(U_i - U_j)S_{ji} + \frac{1}{2}S_{ji}(U_i - U_j)S_{ij}. \]

Note that this definition coincides with (37) if \(a_{ij} \leq 0\) or \(a_{ji} \leq 0\) as in the scalar case. For the Lipschitz continuity (especially if \(a_{ij}, a_{ji} > 0\)), similarly to (40), we have

\[ \|A_{ij}(U)[U_i - U_j] - A_{ij}(\bar{U})[U_i - \bar{U}_j]\|_F \]

\[ \leq \frac{1}{2}\|S_{ij}W_{ij}S_{ji} - S_{ji}W_{ji}S_{ij}\|_F + \frac{1}{2}\|S_{ij}(W_{ij} - W_{ji})S_{ji} + S_{ji}(W_{ji} - W_{ij})S_{ij}\|_F \]

\[ \leq \frac{1}{2}\|S_{ij} - S_{ji}\|_2\|W_{ij}\|_F + \|S_{ij}\|_2\||S_{ji} - S_{ij}|\|_2\|W_{ji}\|_F \]

\[ \leq 3\|W_{ij} - W_{ji}\|_F + \sum_{i,j}a_{ij} - \bar{A}_{ij}\|_2 + \|A_{ij} - \bar{A}_{ji}\|_2 + |B_{ij} - B_{ji}| + |B_{ji} - B_{ij}| \]

if \(U_i \neq U_j\) and \(\bar{U}_i \neq \bar{U}_j\). The other case can be handled as before. Therefore, the two-node tensorial limiter defined by (50) is Lipschitz continuous if \(A_{ij}\) and \(B_{ij}\) are Lipschitz continuous. Furthermore, the coercivity of the AFC problem can be shown as in (38)

\[ (V, (I - A_{ij})[\bar{V}])_F = (V, V)_F - \frac{1}{2}(V, S_{ij}VS_{ji})_F + \frac{1}{2}(V, S_{ij}VS_{ji})_F = (V, V)_F - (V, S_{ij}VS_{ji})_F \]

\[ \geq \|V\|^2_F - \|V\|_F\|S_{ij}VS_{ji}\|_F \geq \|V\|^2_F - \|S_{ij}\|_2\|S_{ji}\|_2\|V\|_F^2 > 0 \]

if \(a_{ij}, a_{ji} > 0\) and a solution of the nonlinear discrete problem exists. The solution satisfies the relevant maximum principles for the range of eigenvalues, because the sufficient conditions (13) are fulfilled: For example, if \(u_{i,d}\) is a local maximum of maximal eigenvalues and \(a_{ij}, a_{ji} > 0\), we have \(a_{ij,d} = 0\) and

\[ q_{i,d}^\top S_{ij}(U_i - vI)S_{ji}q_{i,d} = q_{i,d}^\top q_{i,d} = 0, \]

\[ q_{i,d}^\top S_{ij}(U_j - vI)S_{ji}q_{i,d} = q_{i,d}^\top q_{i,d} = 0 \]

for all \(v \in \mathbb{R}\).

Therefore, (50) defines a reasonable extension of the one-node tensor limiter, which is Lipschitz continuous and satisfies maximum principles for the range of eigenvalues.

7. Dual limiting

So far, we have added artificial diffusion to the system matrix \(A\) to enforce sufficient conditions for local maximum principles and applied limited antidiffusive fluxes to reduce discretization errors while preserving the eigenvalue range. As we have seen, the optimal choice of the limiting strategy depends on the sign of the matrix
entries $a_{ij}$ and $a_{ji}$. For instance, the limiting operator presented in the previous section identifies node $i$ as an untroubled node and applies a one-sided limiter if $a_{ij} \leq 0$. In the case $a_{ij} > 0$ and $a_{ji} > 0$, a two-node limiter is invoked regardless of the magnitudes of $a_{ij}$ and $a_{ji}$. While two-node limiting is certainly appropriate for symmetric operators ($a_{ij} = a_{ji} > 0$), it is hardly optimal in the case $0 < \min(a_{ij}, a_{ji}) < \max(a_{ij}, a_{ji})$ in which a large percentage of the antidiffusive flux could be handled using a one-node limiter without posing any hazard to the other node. Moreover, a different limiting strategy is selected whenever the sign of $a_{ij}$ or $a_{ji}$ changes. Hence, the outcome of composite limiting does not depend continuously on the coefficients of $A$ (small variations of $a_{ij}$ may lead to significant changes in the magnitude of the limited antidiffusive flux).

To avoid this drawback, we construct and limit the artificial diffusion operator using a decomposition of the system matrix $A$ into two parts. The first one is a symmetric matrix with off-diagonal entries $a'_{ij} = \max(0, \min(a_{ij}, a_{ji}))$ and calls for the use of a two-node limiting strategy. The second one contains the remainder and satisfies condition \cite{15} that is used in the proof of (local) maximum principles for one-node limiters. This splitting is based on the idea of ‘prelimiting’ in the context of upwind-biased AFC schemes for scalar transport equations \cite{17 Section 7.4].

The dual limiting approach that we propose in this section is a generalization of prelimiting. The diffusion matrix $D' = (d'_{ij})_{i,j=1}^N$ that transforms $A$ into a form suitable for one-node limiting is defined by

$$d'_{ij} := \max(0, \min(a_{ij}, a_{ji})) \geq 0 \quad \text{for all } i \neq j, \quad d'_{ii} := -\sum_{j=1}^{N} d'_{ij} \leq 0. \quad (53)$$

This definition corresponds to the algebraic splitting $A = A' + A''$, where $A' = D'$ and $A'' = A - D'$ satisfies the one-node LED condition \cite{15}. To transform $A''$ into an M-matrix, we apply the artificial diffusion matrix $D'' = (d''_{ij})_{i,j=1}^N$ defined as in \cite{11} in terms of the coefficients $d''_{ij}$ and $d''_{ji}$. The off-diagonal entries of $A - D' - D''$ satisfy

$$a_{ij} - d'_{ij} - d''_{ij} \leq 0 \quad \text{and} \quad a_{ij} - d'_{ij} - d''_{ij} \leq 0 \quad \text{for all } 1 \leq i, j \leq N, i \neq j.$$

In fact, the artificial diffusion $D = D' + D''$ is the same as the one that we used before. However, now we have the option of constraining the antidiffusive fluxes corresponding to $D''$ using a one-node limiter, while using a two-node limiter for fluxes corresponding to $D'$. Clearly, the so-defined dual limiting algorithm is less restrictive than the previously considered two-node and composite limiters. If $A$ is symmetric or skew symmetric (leading to $D'' = 0$ or $D' = 0$) then the dual limiting approach will automatically select the optimal limiting strategy (one-node or two-node) for antidiffusive fluxes associated with the nontrivial part of $D$. In general, the prelimited AFC system reads

$$\sum_{j=1}^{N} a_{ij} U_j + d'_{ij} (I - \mathcal{A}'_{ij}) [U_i - U_j] + d''_{ij} (I - \mathcal{A}''_{ij}) [U_i - U_j] = G_i \quad \text{for all } 1 \leq i \leq N, \quad (54)$$

where the different branches of the limiting operators $\mathcal{A}'_{ij}$ and $\mathcal{A}''_{ij}$ are selected depending on the entries of $A$ and $A' = A - D'$, respectively. The LED property can be shown by extending the above proofs in a straightforward manner. The unsplit version of a given limiter for $D = D' + D''$ corresponds to the case $\mathcal{A}'_{ij} = \mathcal{A}''_{ij}$.

8. Numerical examples

In what follows, we analyze the proposed limiting techniques and illustrate their benefits and drawbacks using numerical studies for two stationary benchmarks: The first one deals with pure advection, which is optionally stabilized using the streamline upwind Petrov-Galerkin (SUPG); the second one represents an elliptic problem dominated by anisotropic diffusion. In both cases, the spatial domains are two-dimensional, while the dimension of the tensor quantity is $3 \times 3$.

The numerical solution to system \cite{54} is marched to the steady state using the implicit Euler method with the lumped mass matrix. The resulting nonlinear system of each pseudo time step is solved numerically using
a fixed point iteration method in which the limited antidiffusive terms are calculated using the data from the previous iteration, i.e., for every $1 \leq s \leq S$ and for all $1 \leq i \leq N$ we solve

\[
m_i U_i^{n+1,s+1} + \Delta t \sum_{j=1}^{N} (a_{ij} - d_{ij}) U_j^{n+1,s+1} = m_i U_i^{n,s} + \Delta t G_i + \Delta t \sum_{j=1}^{N} (d_{ij}' A_j' (U_i^{n+1,s}) + d_{ij}'' A_j'' (U_i^{n+1,s})) (U_i^{n+1,s} - U_j^{n+1,s}).
\]

Here, $S \in \mathbb{N}$ is the total number of fixed point iterations, $\Delta t > 0$ is the pseudo time increment and $m_i$ is the $i$-th diagonal entry of the lumped mass matrix. The default initial condition for the fixed point iteration is $U_i^{n+1,1} := U_i^n$, where $U_i^n$ is the solution from the last time step. Since we are just interested in the steady state solution, it is worthwhile to terminate the fixed point loop after one cycle, i.e., we set $S = 1$, and update the solution just once per time step without checking the convergence criteria. Thus, the number of pseudo time steps (or final time $T$) is an indicator for the degree of nonlinearity and Lipschitz constant of the method under investigation.

In the description of numerical experiments, we use the following abbreviations for the proposed methods/limiters:

- low order $\equiv$ Galerkin method with artificial diffusion
- Galerkin $\equiv$ Galerkin method (without stabilization)
- SUPG $\equiv$ Galerkin method with SUPG stabilization
- scalar limiter $\equiv$ AFC method using limiter
- tensor limiter $\equiv$ AFC method using limiter

where the correction factors are calculated using (30) and (41) for the scalar and tensor limiter, respectively. If not mentioned otherwise, the parameters are chosen to be $p = q = 2$. In the case of an AFC method, the target scheme can be either the standard Galerkin method or SUPG (specified each time).

8.1. Circular convection

Let the tensorial extension of the stationary circular convection problem (cf. [12]) be given by

\[
\begin{align*}
\text{div}(v U) &= 0 \quad \text{in } \Omega = (0, 1)^2, \\
U &= U_{\text{in}} \quad \text{on } \Gamma_{\text{in}} = [0, 1] \times \{0\} \cup \{1\} \times [0, 1],
\end{align*}
\]

and the inflow boundary condition $U_{\text{in}} : \Gamma_{\text{in}} \rightarrow \mathbb{R}^d$ be convected around the center of the vortex which is located at the lower left corner $x^* = (0, 0)^T$ of the domain $\Omega$ (see Fig. 2a). Then, the exact solution $U : \Omega \rightarrow \mathbb{R}^d$ depends only on the distance $r = \|x - x^*\|_2 = \|x\|_2$ from the origin and is uniquely defined by the inflow boundary condition $U_{\text{in}}$.

The Galerkin discretization including weakly enforced Dirichlet boundary conditions leads to the following system of equations for the nodal values $u_{j,k\ell}$ of tensor entries (cf. [20])

\[
\sum_{j=1}^{N} a_{ij} u_{j,k\ell} = g_{i,k\ell} \quad \text{for all } 1 \leq i \leq N,
\]

\[
a_{ij} := - \int_{\Omega} \text{grad}(\varphi_i) \cdot v \varphi_j \, dx + \int_{\Gamma_{\text{out}}} v \cdot n \varphi_i \varphi_j \, ds, \quad g_{i,k\ell} := - \int_{\Gamma_{\text{in}}} u_{\text{in},k\ell} \varphi_i \varphi_j \, ds,
\]

where $\varphi_j$ and $\varphi_i$ are scalar trial and test functions of the continuous and piecewise linear finite element space $V_h = \text{span}\{\varphi_1, \ldots, \varphi_N\}$ with dimension $N$ and $\Gamma_{\text{out}} := \Gamma \setminus \Gamma_{\text{in}}$ is the outflow part of the boundary $\Gamma := \partial \Omega$. 

\[
(57)
\]
Thanks to the solenoidal velocity field, i.e., \( \text{div}(\mathbf{v}) = 0 \), the system matrix \( A \in \mathbb{R}^{N \times N} \) is positive semidefinite

\[
\sum_{i,j=1}^{N} u_i a_{ij} u_j = -\int_{\Omega} \text{grad}(u_h) \cdot \mathbf{v} u_h \, dx + \int_{\Gamma_{\text{out}}} u_h^2 \mathbf{v} \cdot n \, ds \\
= -\frac{1}{2} \int_{\Omega} \text{div}(\mathbf{v} u_h^2) \, dx + \int_{\Gamma_{\text{out}}} u_h^2 \mathbf{v} \cdot n \, ds \\
= -\frac{1}{2} \int_{\Gamma_{\text{in}}} u_h^2 \mathbf{v} \cdot n \, ds + \frac{1}{2} \int_{\Gamma_{\text{out}}} u_h^2 \mathbf{v} \cdot n \, ds = \frac{1}{2} \int_{\Gamma} u_h^2 |\mathbf{v} \cdot n| \, ds \geq 0
\]

for all scalar finite element functions \( u_h \in V_h \) with degrees of freedom \( u_i \). Equality holds for all functions vanishing on the boundary.

The resulting discretization is unstable so that the solution can exhibit high-frequency oscillations inside the domain. This can be avoided, e.g., by adding streamline upwind Petrov Galerkin (SUPG) stabilization to the system matrix. The corresponding stabilization matrix \( S = (s_{ij})_{i,j=1}^{N} \) is defined by \([13, 28, 29]\)

\[
s_{ij} := \int_{\Omega} \tau(\mathbf{v} \cdot \text{grad} \varphi_i) \text{div}(\mathbf{v} \varphi_j) \, dx,
\]

where the SUPG parameter \( \tau := h(2\|\mathbf{v}\|_2 + \varepsilon)^{-1} > 0 \) depends on the diameter \( h = \text{diam}(K) \) of the element \( K \) and a small number \( \varepsilon > 0 \) to avoid divisions by zero. If \( \text{div}(\mathbf{v}) = 0 \), the stabilization matrix defined in this way is symmetric, has vanishing row and column sums, and is positive semidefinite, because for any scalar finite
element function \( u_h \in V_h \) we have

\[
\sum_{i,j=1}^{N} u_i s_{ij} u_j = \int_{\Omega} \tau (v \cdot \text{grad} u_h) \text{div}(v u_h) \, dx = \int_{\Omega} \tau (v \cdot \text{grad} u_h)^2 \, dx \geq 0.
\]

Since the system matrix \( A \) is not positive definite in the case of stationary divergence-free advection (with and without SUPG stabilization), the above analysis is not directly applicable to our hyperbolic model problem. However, due to the use of a pseudo time stepping method, the contribution of the lumped mass matrix associated with the pseudo-transient makes \( A \) positive definite and, hence, guarantees the existence of a solution in each pseudo time step.

In this benchmark, we choose \( \Delta t = 10^{-4} \) and abort the simulation if the pseudo time reaches 100 or the relative error between two consecutive approximations becomes smaller than \( 10^{-14} \). The initial condition for the pseudo time stepping approach is given by a scaled identity tensor such that the trace corresponds to that of the inflow boundary condition, i.e., \( U_{\text{init}} = \frac{1}{3} I \). If not mentioned otherwise, the computational domain is given by a uniform triangular mesh on level 7 (consisting of \( 2^7 \cdot 2^7 = 32768 \) cells and \( (2^8 + 1)^2 = 16641 \) nodes; see Fig. 2b), which is optionally distorted after the refinement. In contrast to formulation (57), we use strongly enforced Dirichlet boundary conditions in the practical implementation.

8.1.1. Discontinuous solution

To begin with, the inflow boundary condition is chosen as a piecewise constant tensor quantity defined by

\[
U = \begin{cases}
U_1 : 0 \leq r < \frac{1}{3}, \\
U_2 : \frac{1}{3} \leq r < \frac{2}{3}, \\
U_3 : \frac{2}{3} \leq r < \frac{4}{5}, \\
U_4 : \frac{4}{5} \leq r < \frac{3}{4}, \\
U_5 : \frac{3}{4} \leq r < 1,
\end{cases}
\]

where the constant parts and their eigenvalue decompositions are given by

\[
U_1 = \frac{1}{3} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

\[
U_2 = \frac{1}{75} \begin{pmatrix}
32 & 24 & 0 \\
24 & 18 & 0 \\
0 & 0 & 25
\end{pmatrix} = \frac{1}{3} \begin{pmatrix}
4 & 3 & 0 \\
3 & -4 & 0 \\
0 & 0 & 5
\end{pmatrix} \cdot \frac{1}{3} \begin{pmatrix}
4 & 3 & 0 \\
3 & -4 & 0 \\
0 & 0 & 5
\end{pmatrix} = \frac{1}{5} \begin{pmatrix}
\sqrt{3} & 0 & \sqrt{3} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
U_3 = \frac{1}{3} \begin{pmatrix}
1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
\sqrt{3} & \sqrt{3} & 0 \\
\sqrt{3} & \sqrt{3} & 0 \\
0 & 0 & 0
\end{pmatrix} = \frac{1}{3} \begin{pmatrix}
\sqrt{3} & \sqrt{3} & 0 \\
\sqrt{3} & \sqrt{3} & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

\[
U_4 = \frac{1}{3} \begin{pmatrix}
1 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{pmatrix} = \frac{1}{3} \begin{pmatrix}
\sqrt{3} & \sqrt{3} & 0 \\
\sqrt{3} & \sqrt{3} & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

\[
U_5 = \frac{1}{3} \begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{pmatrix} = \frac{\sqrt{3}}{6} \begin{pmatrix}
\sqrt{3} & -\sqrt{3} & 1 \\
\sqrt{3} & -\sqrt{3} & 1 \\
\sqrt{3} & -\sqrt{3} & 1
\end{pmatrix} = \frac{\sqrt{3}}{6} \begin{pmatrix}
\sqrt{3} & -\sqrt{3} & 1 \\
\sqrt{3} & -\sqrt{3} & 1 \\
\sqrt{3} & -\sqrt{3} & 1
\end{pmatrix}
\]

These data are defined in such a way that the trace is identically 1 on the inflow boundary \( \Gamma_{\text{in}} \) and the eigenvalues are bounded by 0 and 1. Due to the solenoidal velocity field, these properties are preserved inside the domain.
The discontinuities are chosen so as to demonstrate the ability of numerical methods to handle different scenarios: $U_1$ is characterized by the fact that its minimal and maximal eigenvalues coincide. The discontinuous transition to $U_2$ produces a tensor with distinct eigenvalues. At the discontinuity separating $U_2$ and $U_3$ the eigenvectors corresponding to the minimal and maximal eigenvalue are interchanged and slightly distorted, whereas the eigenvectors of the swapped eigenvalues of $U_3$ and $U_4$ are exactly the same. In fact, the structure of the jumps between $U_2$ and $U_4$ corresponds to a two-dimensional tensor problem because $u_{1,ij} = u_{2,ij} = u_{3,ij}$ if $i = 3$ or $j = 3$ and the eigenvalue corresponding to the eigenvector $(0, 0, 1)^\top$ is located between the other eigenvalues (this eigenvalue does not affect the upper and lower bounds for correction factors). Finally, $U_4$ and $U_5$ possess the same eigenvector $(1, -1, 0)^\top$ corresponding to the minimal eigenvalue 0 while the remainder differs.

Figure 3 shows the minimal and maximal eigenvalues produced by different methods on the uniform mesh without using any limiter. As already mentioned, the Galerkin method is highly unstable and the convergence to the exact solution cannot be guaranteed. In this case, the solution exhibits high-frequency oscillations, which violate local maximum principles for the range of eigenvalues. These oscillations are damped and clustered around the discontinuities if SUPG stabilization is applied (see Fig. 4a). The low order counterpart of the Galerkin method (that is the scheme derived by adding an artificial diffusion operator $D$ to the stiffness matrix $A$ of the Galerkin discretization) generates enormous amounts of artificial diffusion. Local maximum principles for the range of eigenvalues are satisfied and no oscillations appear in the solution. Along the streamline, the minimal and maximal eigenvalues move towards the intermediate eigenvalue while the trace is preserved. For $r < 0.8$, there is no discontinuity in the intermediate eigenvalue and the corresponding eigenvector. Thus, the artificial diffusion does not affect this part of the tensor field and the maximal eigenvalue decreases in the same way as the minimal eigenvalue increases due to the constant trace (see Fig. 4a).

In Fig. 4b the behavior of the proposed limiting techniques is illustrated. If the Galerkin method is used as the AFC target, the system matrix $A$ is skew symmetric in the interior of the domain (due to divergence free velocity field $v$), $D' = 0$, and there is no need for using a two-node limiter. Both limiters produce nearly the same results at the first three discontinuities ($r < 0.7$), while the tensorial approach tends to be less restrictive. At the last discontinuity, where the eigenvector of the minimal eigenvalue does not change, scalar limiting is less accurate and the solution is comparable to the low order approximation (see Fig. 4a). This loss of accuracy occurs, because there is no discontinuity in the intermediate eigenvalue (and the corresponding eigenvector) and artificial diffusion only affects the other two eigenvalues. Thus, the minimal eigenvalue stays constant, the corresponding correction factor is zero, and the synchronization of the correction factors corresponding to the minimal and maximal eigenvalue (cf. (20) and (30)) results in a vanishing antidiffusive flux.

On the other hand, scalar limiting has the benefit that the intermediate eigenvalue is controlled implicitly, too, due to the preservation of the constant trace and maximum principles for the other eigenvalues (three conditions for three eigenvalues). Therefore, the intermediate eigenvalue does not oscillate and stays stable. In contrast to this, the tensor limiter ignores the trace so that high-frequency oscillations can occur in the intermediate eigenvalue without violating maximum principles for the range of eigenvalues.

If the target method is stabilized using SUPG, a symmetric, positive semidefinite operator is added to the system matrix and a two-node limiter is mandatory for an LED method. As a result, spurious oscillations of the intermediate eigenvalue vanish if tensorial limiting is applied. Additionally, variations of the trace are reduced, but not removed completely (see Tab. 1) and the method is still incapable for enforcing the trace preservation.

Table 1 summarizes the most important data of this example on the uniform and distorted meshes (disturbed on final level 7). Here, e.g., $L^1 - \| \cdot \|_F$ denotes the $L^1$ norm of the Frobenius error defined as a function depending on $x$. As expected, the tensorial limiting technique [50] is not able to keep the trace constant. However, due to fewer constraints, it produces the most accurate results. The behavior of the methods under investigation remains unchanged if the mesh is distorted.

8.1.2. Smooth solution

To analyze the accuracy and convergence behavior of the proposed AFC methods with respect to variations of parameters and mesh refinement, we replace the discontinuous inflow boundary condition by the smooth
Figure 3. Circular convection (discontinuous test): Eigenvalue range of the low order and Galerkin solutions on the uniform level 7 mesh. Overshoots and undershoots are plotted in magenta.
As the mesh is refined, the SUPG approximation exhibits second-order convergence to the exact solution on uniform and distorted meshes alike (see Tab. 2). While the unstabilized Galerkin method achieves the same behavior on the uniform mesh, the order of convergence decreases to approximately 1.3 on the distorted mesh for the considered $L^1$ integral of the Frobenius error norm. Note that this is not obvious, because there is no guarantee that the Galerkin approximation converges at all. To discuss the convergence behavior of the proposed AFC methods, the tensor limiter (50) using different parameters $p$ and $q$ is considered as an example. This limiting technique is not able to achieve the same convergence behavior as the high order methods and falls back to first order of accuracy if the parameters are too small with respect to the mesh size. As we increase $p$ and $q$, the order of convergence of the AFC solution approaches that of the Galerkin/SUPG solution. However, mesh refinement requires simultaneous adjustment of the parameters. In contrast to [7], relatively large values must be used to achieve the optimal convergence behavior, because there exists no lower bound for $q$ which guarantees that the method is linearity preserving.
Table 1. Circular convection (discontinuous test): Errors of different numerical solutions on the uniform and distorted level 7 mesh.

<table>
<thead>
<tr>
<th>method</th>
<th>uniform</th>
<th>distorted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L^1 - | \cdot |_F$</td>
<td>$L^2 - | \cdot |_F$</td>
</tr>
<tr>
<td>low order</td>
<td>9.79e-2</td>
<td>1.56e-1</td>
</tr>
<tr>
<td>high order</td>
<td>3.40e-2</td>
<td>6.81e-2</td>
</tr>
<tr>
<td>scalar</td>
<td>5.68e-2</td>
<td>1.11e-1</td>
</tr>
<tr>
<td>tensor</td>
<td>2.47e-2</td>
<td>7.62e-2</td>
</tr>
<tr>
<td>low order</td>
<td>9.86e-2</td>
<td>1.56e-1</td>
</tr>
<tr>
<td>high order</td>
<td>6.50e-2</td>
<td>9.28e-2</td>
</tr>
<tr>
<td>scalar</td>
<td>5.80e-2</td>
<td>1.12e-1</td>
</tr>
<tr>
<td>tensor</td>
<td>2.68e-2</td>
<td>7.79e-2</td>
</tr>
</tbody>
</table>

Figure 5. Circular convection (smooth test): Influence of the parameters $p$ and $q$ on (A) $L^1 - \| \cdot \|_F$ error and (B) final pseudo time for the SUPG method limited by the tensor limiter on the distorted level 7 mesh.
constant boundary conditions are imposed on the outer and inner boundary \( \Gamma \). The computational domain is the unit square with a rectangular hole in the middle (cf. Fig. 6a). Two different numerical solutions than an increase in \( q \) produces larger correction factors and has a stronger positive impact on the accuracy of numerical solutions than an increase in \( p \) (see Fig. 5b), but requires a larger number of pseudo time steps to obtain a converged solution. Even in the scalar case, there is a direct relationship between the amount of numerical diffusion and numbers of outer iterations/pseudo time steps.

### 8.2. Anisotropic diffusion

The second benchmark is a tensorial extension of the anisotropic diffusion problem considered by Lipnikov et al. [19]. In this example, a two-node limiting technique must be used to preserve maximum principles. The computational domain is the unit square with a rectangular hole in the middle (cf. Fig. 6a). Two different constant boundary conditions are imposed on the outer and inner boundary \( \Gamma_0 \) and \( \Gamma_1 \), respectively. The exact solution varies between both values in a smooth and monotone way. The proposed tensor version of this

<table>
<thead>
<tr>
<th>mesh level</th>
<th>uniform mesh</th>
<th>distorted mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Galerkin</td>
<td>SUPG</td>
</tr>
<tr>
<td></td>
<td>error</td>
<td>EOC</td>
</tr>
<tr>
<td>high order</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4.69e-2</td>
<td>1.36e-1</td>
</tr>
<tr>
<td>4</td>
<td>1.14e-2</td>
<td>2.04</td>
</tr>
<tr>
<td>5</td>
<td>2.88e-3</td>
<td>1.98</td>
</tr>
<tr>
<td>6</td>
<td>7.31e-4</td>
<td>1.98</td>
</tr>
<tr>
<td>7</td>
<td>1.85e-4</td>
<td>1.99</td>
</tr>
<tr>
<td>low order</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.72e-1</td>
<td>2.90e-1</td>
</tr>
<tr>
<td>4</td>
<td>1.89e-1</td>
<td>0.52</td>
</tr>
<tr>
<td>5</td>
<td>1.18e-1</td>
<td>0.68</td>
</tr>
<tr>
<td>6</td>
<td>6.81e-2</td>
<td>0.80</td>
</tr>
<tr>
<td>7</td>
<td>3.69e-2</td>
<td>0.88</td>
</tr>
</tbody>
</table>

An increase in \( q \) produces larger correction factors and has a stronger positive impact on the accuracy of numerical solutions than an increase in \( p \) (see Fig. 5b), but requires a larger number of pseudo time steps to obtain a converged solution. Even in the scalar case, there is a direct relationship between the amount of numerical diffusion and numbers of outer iterations/pseudo time steps.
Figure 6. Anisotropic diffusion: Geometry of the domain and illustration of uniform triangulation.

The benchmark reads

\[
\begin{aligned}
-\text{div}(D \text{grad } U) &= 0 & \text{in } \Omega = (0, 1)^2 \setminus \left[\frac{4}{5}, \frac{5}{5}\right], \\
U &= U_5 & \text{on } \Gamma_0 = \{0, 1\} \times \{0, 1\} \cup \{0, 1\} \times \{0, 1\}, \\
U &= U_3 & \text{on } \Gamma_1 = \left\{\frac{4}{4}, \frac{5}{5}\right\} \times \left\{\frac{4}{4}, \frac{5}{5}\right\} \cup \left\{\frac{4}{4}, \frac{5}{5}\right\} \times \left\{\frac{4}{4}, \frac{5}{5}\right\},
\end{aligned}
\tag{59}
\]

where the anisotropic diffusion operator \(D\) is given by

\[
D := \begin{pmatrix}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{pmatrix}
\begin{pmatrix}
100 & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{pmatrix}, \quad \theta = \frac{\pi}{6}
\]

and \(U_5\) and \(U_3\) are defined as before (see Fig. 7a and 7b). The domain is discretized using a uniform mesh of \(2 \cdot (9 \cdot 2^2)^2 - 2 \cdot (2^2)^2 = 2560\) triangles and \((9 \cdot 2^2 + 1)^2 - (2^2 - 1)^2 = 1360\) nodes (level 2; see Fig. 6b). Using linear finite elements (and a continuous Galerkin method as before), the eigenvalues of the unconstrained Galerkin solution violate the analytic bounds (see Fig. 7d). Optical irregularities are due to visualization effects on the coarse mesh with mesh size \(h = \frac{1}{32}\). While the corresponding low order method reproduces the solution very accurately along the diagonal where \(x_1 = x_2\), the solution is smoothed along the orthogonal direction.

In this case, the scalar and tensorial limiting techniques produce comparable results with respect to their accuracy (see Fig. 8). While the AFC solution using the tensor limiter with parameters \(p = q = 2\) exhibits some artifacts on the diagonal \(x_1 = x_2\), the minimal eigenvalue of the scalar limiting approximation has a pronounced local extremum. As we increase the values of the limiting parameters \(p\) and \(q\), both approximations approach the Galerkin solution without generating undershoots on any mesh. While the peak in the minimal eigenvalue of the scalar limiting solution for \(p = q = 5\) stays more pronounced than the one of the Galerkin approximation, the opposite is the case when the tensor limiter is applied.

The AFC approach using the scalar limiting technique produces very accurate results for problem (59), but it falls back to the low order method if the inner boundary condition is replaced by \(U_4\). In this case, the inner and outer boundary condition possess the same minimal eigenvalue and the same corresponding eigenvector. Hence, the scalar correction factors are set to zero (cf. Sec. 8.1.1).
9. Conclusion

In this paper, we proposed nonlinear algebraic flux correction schemes for constraining finite element approximations to symmetric tensor quantities in a manner which guarantees that the range of eigenvalues satisfies customized maximum principles. Starting with a simple scalar approach, a more robust extension based on tensorial correction factors was derived.

The proposed algorithms are applicable to general positive definite system matrices and theoretically supported by proofs of local and global maximum principles and their Lipschitz continuity.

Numerical experiments show that scalar correction factors can be too restrictive due to risky synchronizations of the correction factors corresponding to the minimal and maximal eigenvalue. Tensorial limiters overcome this drawback by introducing individually chosen correction factors for each eigenvalue and, thus, tend to produce better results. However, currently the scalar limiting procedure is the only approach, which also preserves a constant trace by definition.

Unfortunately, there seems to be no way to define the involved parameters of the limiters a priori so that the AFC method is linearity preserving and a high order of convergence can be guaranteed on general meshes.
(a) Scalar limiter using $p = q = 2$. (b) Tensor limiter using $p = q = 2$. (c) Scalar limiter using $p = q = 5$. (d) Tensor limiter using $p = q = 5$.

Figure 8. Anisotropic diffusion: Minimal eigenvalues corresponding to different AFC solutions on the uniform level 2 mesh.

Further work is required to resolve this issue. Additionally, appropriate solvers should be designed to reduce the number of costly fixed point iterations in each pseudo time step.
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